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1 Introduction

The recent literature documents that the number of mutual funds in the US has
exceeded the number of stocks. Indeed, more than half of the US equity market
is currently controlled by mutual funds, pension funds and other major financial
institutions.4 Given the fact that fund managers manage other people’s money
and that it is costly for investors to monitor the fund manager’s trading strategies,
agency costs naturally arise. Therefore, it is important to study the effect of the
pay schedule on the fund manager’s trading or risk-taking behavior, and, as a con-
sequence, on the securities pricing. Recent empirical studies (see Gruber (1996),
Chevalier and Ellison (1997), and Sirri and Tufano (1998) among others) offer
some insights about the fund-flow market mechanism as an implicit incentive: if
the fund manager performs well with respect to a benchmark index in one period,
then new money will flow into the fund in the next period. A fund manager nor-
mally receives a simple percentage of initial investment, and there is asymmetry in
the relation between fund performance and subsequent new money flows. Hence,
the resulting implicit compensation scheme to the fund manager is typically an in-
creasing, convex function of the realized payoff of the funds under management.
In such a circumstance, the fund manager may adopt an investment policy that
increases the likelihood of future fund inflows, which may be at the expense of in-
vestors.5 In addition to the implicit incentive driven by market forces, there is also
an explicit incentive induced by executive compensation such as stock options and
other performance-based bonuses. There are several lines of research trying to for-
mally model the fund manager’s investment policy under different compensation
schemes (See Grinblatt and Titman (1996), Carpenter (2000), Basak, Pavlova, and
Shapiro (2003) and the references therein). Altogether, under either the implicit or
the explicit pay schedule, the fund manager will pursue his/her own interest that
is not necessarily in line with that of the investors, the current literature confirms
this fact both empirically and theoretically.

However, much of research along this line has been conducted under the as-
sumption that the pay schedule is given exogenously. Within a class of linear
or quadratic contracts, Stark (1987), Stoughton (1993), Admati and Pfleiderer
(1997), and Das and Sundaram (1998) explore the implications of symmetric and
asymmetric incentive pay schedules. Another line of research mainly deals with
the general equilibrium impacts of certain exogenously given contracts on asset

4At the end of 2001, there were 7177 listed stocks in the US (based on CRSP), and 8307 mutual
funds (2002 Mutual Fund Fact Book).

5See also Elton, Gruber, and Blake (2003) for further empirical evidence.
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prices: see, for example, Brennan (1993), Allen and Santomero (1997), Allen
(2001), and Cuoco and Kaniel (2001) among others.

Given this, a question that arises naturally is what is the optimal pay schedule.
A couple of papers have addressed such issues under very restrictive conditions.
For instance, Ou-Yang (2003) studies an optimal linear pay schedule in a dynamic
delegated portfolio management problem when both the investors and the fund
manager have an exponential utility function. Cadenillas, Cvitanic, and Zapatero
(2005) deals with a more general dynamic framework but focuses on the first-best
contracts. Dybvig, Farnsworth, and Carpenter (2004) incorporates information
production into the analysis and also obtains a class of linear contracts when the
investors and fund manager have a log utility function.6 However, the solution to
the optimal pay schedule in a second-best world under general utility conditions
remains open.

This paper addresses the optimal contracting problems in the delegated portfo-
lio management under general preferences. To highlight the issue of risk-sharing
between the investors and the fund manager in the presence of uncertainty, we an-
alyze a type of ‘pure’ agency model in the spirit of Ross (1973). In other words,
we believe that the most fundamental delegation problem in portfolio management
is agency conflict that arises from divergence in preferences when the fund man-
ager’s portfolio choice is either unobservable (thus cannot be contracted upon) or
too costly to be contracted upon even if it can be observed. The issues of moral
hazards where the fund manager may shirk and other information asymmetries
are thus abstracted away.7 Under such circumstances, the optimal pay schedule
will be jointly determined by the risk attitude of both the investors and the fund
manager along their utility functions and other model parameters.

To be more specific, the structure of our model is similar to that of the Ross’s
agency model except for the fact that the agent’s action space in our model is much
larger than that of the Ross’s agency model. In the Ross’s model, the agent’s action
space is a set in a finite dimensional space, while in our model it is a set consisting
of all random payoffs over the state of nature that satisfy a budget constraint,

6For more information, see Dybvig, Farnsworth, and Carpenter (2004) and the references
therein.

7In addition to the papers mentioned earlier, in the delegated portfolio management literature
there are a few papers incorporate adverse selection and moral hazard into the analysis. See, for ex-
ample, Bhattacharya and Pfleiderer (1985), Dybvig and Ross (1985), Kihlstrom (1988), Kihlstrom
and Matthews (1990), Heinkel and Stoughton (1994), Garcia (2001), Gómez and Sharma (2001),
Gervais, Lynch, and Musto (2002), Palomino and Prat (2003), and Sung (2005) among others.
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which is typically infinitely dimensional.8 This difference in the size of the agent’s
action spaces at first glance seems purely technical and thus insignificant. As a
consequence, our model seems not deserving a more special analysis than those
already done by Ross (1973) and others. However, it is exactly the difference in
the size of the agent’s action space that makes our approach unique and our results
significantly different.

In Ross’s model, the first-order approach is applied to characterize the optimal
pay schedule without adequately addressing the technical conditions it must meet.
When the agent’s action space is small, the principal has more leeway to design
a pay schedule to work in his best interest without worrying too much about the
possibility of the agent’s taking advantage of the compensation scheme. As a con-
sequence, the shape of the optimal contracts could be complicated, and may not
even be monotonic. In addition, with the low dimensionality of the agent’s action
space, the set of pay schedules that implement any particular action is relatively
large, and consequently the suboptimal pay schedule that implements a particular
action contains most of the characteristics of the optimal pay schedule and the
optimal action becomes less relevant. Given this, the main features of the optimal
contracts can be characterized by the first-order condition with the agent’s action
being held constant, a standard technique used in principal-agent analysis.9

When the agent’s action space is large, the principal will have less flexibility
in designing a pay schedule to implement any particular action. Intuitively, a sim-
ple contract could be an optimal one when the agent has too many opportunities
to explore. In this regard, Mirrlees and Zhou (2005a and 2005b) have developed
a principal-agent model with moral hazards to capture the situation in which the
agent faces a multi-dimensional action space, and have shown that the optimal
contracts indeed take very simple forms under a certain class of cost functions.10

The optimal contracts are monotonic, concave or convex, depending on the under-
lying model parameters.11

In the agency model analyzed in this paper, the agent’s action space is very

8Focusing on the infinite dimensional action space allows us to apply our results to a model in
a continuous-time setting.

9See Ross (1973), Mirrlees (1974, 1976 and 1999), Holmstrom (1978,1979), Grossman and
Hart (1983), Rogerson (1985) and Sung (1995) among others.

10Indeed, optimal contracts can be linear when the players’ utilities are exponential and the
agent’s action space is rich in a dynamic setting: see Holmstrom and Milgrom (1987) and Schättler
and Sung (1993).

11It should be noted that, other things being equal, the principal is worse-off when faced with
a large agent’s action space than with a small agent’s action space. Thus, from the principal’s
perspective, a simple contract does not mean a better one.
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large in the sense that the portfolio choice space that is subject to budget con-
straints is infinite dimensional. Under these circumstances, the mathematical tech-
nique developed earlier in handling the case in which the agent’s action space is
low dimensional cannot be applied in a straightforward manner. Hence, a new
approach is developed to deal with the case of the high-dimensional portfolio
choice space in characterizing the optimal contracts. Via the basic techniques in
the calculus of variations and the concavification technique, we can transfer the
incentive constraint into a normal constraint, and restrict our analysis to a class
of pay schedules that are an increasing function of final wealth. We show that,
under certain smoothness conditions, finding the (local) optimal pay schedules
can be converted into solving second-order nonlinear ordinary differential equa-
tions (ODEs) together with a system of algebraic equations. These second-order
nonlinear ODEs allow us to characterize some features of the optimal contracts
without solving them in the first place. For instance, we can show that, in general,
an option-like pay schedule cannot be optimal. By examining the ODEs, we can
also provide a necessary condition that a pair of utility functions must satisfy for
an optimal contract to be linear. The condition is very restrictive indeed.

Our analysis reinforces the general idea in the principal-agent literature that
enlarging the agent’s action space could make the optimal contracts simple. In the
process, we also examine the efficiency of the optimal contracts with reference to
Pareto-efficient contracts, and show that in general there is an efficiency loss in
the presence of agency. Indeed, Pareto efficiency contracts in our agency model
can only be obtained under very limited conditions. The optimal pay schedule
is Pareto-efficient if and only if the utility functions of both the principal and
the agent exhibit linear risk tolerance with identical cautiousness. Furthermore,
Pareto-efficient pay schedules must be linear and satisfy the similarity condition
posed by Wilson (1968), and subsequently studied by Ross (1973), Ross (1974),
and Dybvig and Spatt (1986), when the principal’s gross pay is also a linear func-
tion of final wealth.

Various numerical examples are presented to show the features of the optimal
pay schedules. Normally two offsetting forces work together in determining the
shape of the optimal pay schedules. One is the risk-sharing effect, and the other is
the incentive effect. The first effect demands that the marginal rate of substitution
is close to a constant in order to obtain the optimal risk-sharing, and the second
effect demands that the two players’ utilities are similar in order to provide the best
incentive. These two effects are normally mingled together and typically move in
opposite directions unless the two players’ utilities exhibit linear risk tolerance
with identical cautiousness. As a result, the optimal pay schedules appears flatter
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and less sensitive compared to Pareto efficient ones in many cases. Some simple
numerical results are depicted in the paper to illustrate the structures of the optimal
pay schedules.

The rest of the paper is organized as follows. Section 2 sets up the basic model
framework. Section 3 characterizes the optimal contracts. Section 4 discusses
the efficiency of the optimal contracts. Section 5 offers some numerical results.
Section 6 concludes the paper. Appendix A discusses the a variation technique
employed in the paper and all proofs are provided in appendix B.

2 The Model

Consider a setting in which an investor or a fund company (the principal) wishes
to hire a fund manager (the agent) to manage his/her portfolio. The portfolio re-
turn is realized over a continuum of states in a single period. The uncertainty is
summarized by the probability space(Ω,F , P ), whereΩ is the space of states that
are endowed with aσ-field F and a probability measureP andω ∈ Ω is a state.
We assume that there exist a rich set of financial securities or infinitely many trad-
ing opportunities (continuous-time models) such that the financial markets under
consideration are complete. If markets are complete, then there exists a unique
state price functionp(ω) per unit probability overΩ. The portfolio returns are
affected by the agent’s actions, or individual security selections in the portfolio.
Thus, the incentive scheme designed by the principal matters in order to motivate
the agent to act in the best interest of the principal. If the agent’s action can be
observed, or if the principal can distinguish costlessly the payoff characteristics
of the universe of securities in the financial markets, then the contracting prob-
lem between the principal and the agent is relatively straightforward; the contract
simply specifies the exact portfolio of securities to be selected by the agent and
the compensation that the principal promises to provide in return should the order
be followed exactly. However, if it is too costly for the principal to distinguish
the payoff characteristics of the universe of securities, then the contract can no
longer effectively specify the agent’s security selection. Under this circumstance,
the principal must design a compensation scheme in a way that indirectly gives
the agent the incentive to select the correct set of securities. As a first step, we
will begin with a case in which the only way for the principal to get the agent to
select a correct portfolio is to relate his/her pay to the realization of the portfolio
return, which is random.
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To be more specific, letw ≥ 0 be the final wealth of the selected portfolio,12

andw(ω) be the realization of the final wealth overΩ, which is observable. A
compensation scheme specifies the agent’s wage as a function of observed final
wealth y(w). Let the principal’s utility function beu(·) and the agent’s utility
be v (·) , whereu(·) andv(·) are independent of states, smooth, increasing and
concave over an interval that contains[0,∞).13 If the final wealth isw, then the
net benefit for the principal is assumed to be

α(w)− y(w), where0 ≤ α(w) ≤ w.

Whenα(w) = w, our model is a typical principal-agent problem, and it can be
interpreted as a large investor hiring a money manager to manage his portfolio.14

In general,α(w) is used to model a situation where the principal may be an in-
stitution (e.g, a mutual fund company) or may act as an agent of a large number
of shareholders himself, thus only receive a portion of the realization of the final
wealth either explicitly as a management fee or implicitly through the flow of new
funds. We assume thatα(w) is piecewise smooth and increasing.

The principal will delegate initial wealthw0 for the agent to manage, and
design a fee scheduley (w) to induce the agent to act in his/her best interest.
Given a compensation schemey(w), the agent will select a portfolio such that his
own expected utility is maximized under the budget constraint. Therefore, there
is an explicit conflict of interests between the principal and the agent, and it is
interesting to see how the principal and the agent share the risks and what the
optimal contracts are. To formalize these ideas, let the agent’s action spaceA be
defined by

A = {w (ω) ≥ 0|
∫

Ω

p(ω)w(ω) P (dω) ≤ w0}, (1)

where the last term in equation (1) is the budget constraint. In other words, the
action spaceA consists of all random variables overΩ that satisfy the budget

12The restrictionw ≥ 0 is not necessary. All of our analysis in the paper can be carried over to
the case in whichw ∈ (wl,+∞) as long aswl ≤ w0/E[p]. One of the motivations for nonnegative
wealth is the limited liability of holding equities. We do not address the limit liability issue that is
associated with contracts, i.e.,y(w) ≥ 0, in this paper, but this will not be an issue for the case in
which an agent has a power utility and is endowed with zero initial wealth. The latter is assumed
in this paper.

13The differentiability is not necessary, but is used for convenience.
14Much work has been conducted with such a specification. See Dybvig, Farnsworth, and

Carpenter (2004) and the references therein.

6



constraint.15 In contrast to those one-dimensional (or low-dimensional) action
spaces that are studied in the agency models in existing literature, ours is large in
the sense that it is infinitely dimensional. Let the agent’s reservation utility bev0.
Formally, the model is as follows:

max
y(w),w(ω)∈A

∫

Ω

u(α(w(ω))− y(w (ω))) P (dω) (2)

subject to ∫

Ω

v(y(w(ω))) P (dω) ≥ v0 (3)

and

w(ω) ∈ arg max
ŵ(ω)∈A

∫

Ω

v(y(ŵ(ω))) P (dω), (4)

where equations (3) and (4) are the standard participation constraint and incentive
constraint respectively.16

Solving the maximization problem as defined by (2)-(4) is not trivial. The
classical approach to characterize an optimal solution is to replace the incentive
constraint (4) with the first-order condition, and then to apply the calculus of vari-
ations. To validate this approach one has to assume that the endogenous variable
v(y(w)) is differentiable. However, as an example by Mirrlees (1999) shows, the
solution may be nondifferentiable and as a result the first-order approach can no
longer be applied.

In what follows we develop a better approach with Mirrlees’s flavor and re-
formulate the model in a more tractable way. Given our model setup in which
both the principal’s utility and the agent’s utility are independent of stateω, as
shown below, the states only need to be distinguished by the state prices when
the financial markets are complete. Letfp(p) (Fp(p)) andfw(w) (Fw(w)) denote
the (cumulative) distribution functions of the random variablesp (ω) andw (ω)
respectively. Note thatfp(p) is exogenously given, and the support of which is
the half lineR+ or its subset, whilefw(w) is the agent’s choice variable. For sim-

15We will implicitly assume thatw(ω) ∈ Lp
+(Ω,F ,P) where1 ≤ p < ∞, andp(ω) ∈

Lq
+(Ω,F ,P) where 1

p + 1
q = 1, to avoid potential arbitrage opportunities created by our model

setup.
16At this moment we assume thaty (w) is any Borel-measurable function such that both

u (α (w)− y(w)) andv (y(w)) are well-defined over their domain. Later on we can show that
we only need to focus on the class of piecewise smooth functions
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plicity, we further assume thatfp(p) is continuous and first-order differentiable.17

Let

Aw = {fw(w) ≥ 0|
∫

fw(w)dw = 1, E[pw] ≤ w0},

where18

E[pw] =

∫
p(w)wfw(w)dw =

∫
F−1

p (1− Fw(w))wfw(w) dw, (5)

Note that, in equation (5),p(w) = F−1
p (1− Fw(w)) is a nonincreasing and right-

continuous function ofw. Since not all distribution functions ofw(ω) ∈ A can be
written as a form inAw. HenceAw is a subset ofA in a distribution sense.

Now we are ready to reformulate the model into a distribution form. Before
doing this, we need a lemma to insure that an optimal solution is not lost in the
transformation.

Lemma 1 Suppose thatG(w) is upper-semicontinuous function onR+ such that
limw→∞

G(w)
w

= 0 andmaxw∈A

∫
Ω

G(w) P (dω) exists. Then

max
w(ω)∈A∩A′

∫

Ω

G(w) P (dω) = max
fw(w)∈Aw∩A′w

∫
G(w)fw(w) dw (6)

Furthermore, we have, at optimum,p(w) = F−1
p (1− Fw(w)).

Proof: See appendix B. 2

Lemma 1 shows that both the agent’s maximization problem and participation
constraint can be reformulated in terms of distribution of wealthfw, hence, under

17These assumptions are not crucial to solving the contracting problems, but rather for con-
venience. In addition, for the incentive constraint (4) to have a solution, the state price density
functions cannot be arbitrarily specified; a sufficient condition for existence, given by Cox and
Huang (1991), is that the inverse ofp(ω) has a certain finite moment. Since the main purpose of
the paper is to characterize optimal contracts when they are known to exist, we will not discuss
existence issues in details in the paper. Relevant restrictions are given explicitly when we work
with specific examples.

18For convenience, we abbreviate
∫∞
0

dw to
∫

dw in the remaining part of the paper. We also
interpret the probability densityfw in a slightly generalized sense. That is,fw is allowed to be
singular at some points as long as the number of these points is finite. The density at each of these
points can be represented by a scaled Dirac delta function,aδ(w − t). See also the footnote on
page 10.
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a very weak condition, the principal’s problem as represented by equations (2)-(4)
can be reformulated as follows:

max
y(w),fw(w)∈Aw

∫
u(α(w)− y(w))fw(w)dw, (7)

subject to ∫
v(y(w))fw(w)dw ≥ v0 (8)

and

fw ∈ arg max
f̂w(w)∈Aw

∫
v(y(w))f̂w(w)dw. (9)

Before we get into the full principal-agent problem, let us study the agent’s
problem first. Clearly, given a pay scheduley(w) that is upper semi-continuous,
the agent’s problem is the classical portfolio choice problem in complete markets,
except the fact thatv(y(w)) is not necessarily increasing and concave, or not even
continuous. As a result, the traditional first-order approach, which involves the
derivative ofv(y(w)), can not be applied in a straightforward manner. However, if
we work with the agent’s problem in a distribution form, the smoothness condition
on v(y(w)) can be avoided, and the resulting Lagrangian for the agent’s problem
is

V(fw, λ, λf ) =

∫
v(y(w))fw(w) dt

−λ

[∫
fw(w)[F−1

p (1− Fw(w))]w dw − w0

]
+

∫
λf (w)fw(w) dw,

whereλ is nonnegative constant andλf is nonnegative function of wealth, which
is equal to zero iffw > 0.

A direct calculation shows that the first-order condition (see also the proof of
Lemma 2) for the agent’s problem is that

v(y(w)) + λf (w)− λ

∫ w

`

F−1
p (1− Fw(t)) dt (10)

is invariant inw. Note that the regularity requirement on the pay scheduley is
quite generous: we only requirey is Borel measurable. Denote byv ◦ y the
composite functionv(y(·)). Then we have

fw(w) = −fp(F
−1
p (1− Fw(w)))

λ

[
(v ◦ y)′′(w) + λ′′f (w)

]
.
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Clearly, if v ◦ y is an increasing, concave function ofw, thenλf ≡ 0 for all w.
In other words,fw(w) is an interior solution of the agent’s problem whenv ◦ y is
increasing and concave.19 Indeed, we have a much strong result for very general
pay schedules, as shown in the following lemma

Lemma 2 Given a Borel measurable pay scheduley, then{E[v◦y]|fw(w) ∈ Aw}
reaches its maximum atfw(w) ≥ 0, if and only if there exist two constantsλ ≥ 0
andλ` such that

x̃(w) ≡ λ

∫ w

`

F−1
p (1− Fw(t)) dt + λ` (11)

is the concavification20 of the agent’s composite utility functionv ◦ y . Further-
more,fw(w) ≡ 0 for w ∈ {t|v(y(t)) 6= x̃(t)}.
Proof: See appendix B. 2

Let fw be the solution to the agent’s problem, then the set in whichx is differ-
ent from its concavificatioñx is {w|fw(w) = 0}. This indicates that ifv ◦ y1 and
v ◦ y2 share the same concavification, then the agent portfolio choice problems
under these two utilities have the same solution.

Lemma 3 If y1 is an optimal pay schedule to the original principal-agent prob-
lem, theny2 is also an optimal solution as long asv ◦ y2 has the same concavifi-
cation asv ◦ y1.

Proof: First note that Lemma 2 shows thatv◦y2 andv◦y1 has the same solutionfw

to the agent’s problem. Asfw ≡ 0 on the set{w|v ◦ y2 6= v ◦ y1} = {w|y2 6= y1},
the principal’s utility achieves the same level under both pay schedules. 2

19Note thatv◦y need not to be smooth in oder to obtain an interior solution. From the necessary
condition (10), it is easy to see that a concave kink ofv ◦ y makesFw jump at the kink ifλf = 0
in the neighborhood of the kink. This impliesfw is singular at the kink. However,fw can be
interpreted as a scaled Dirac delta function, i.e.,fw(w) = f̄w(w) + aδ(w − t), at the kinkt such
that

Fw(t+)− Fw(t−) =
∫ t+

t−
fw(w) dw =

∫ t+

t−
f̄w(w) dw + a

∫ t+

t−
δ(w − t) dw = a,

wheref̄w(t) < ∞ anda ≤ 1. In this sense,fw(w) at t can be viewed as an interior solution.
Whereas,fw(w) = 0 at other points can be either an interior or a corner solution depending on
whether or notλf equals 0.

20The concavification of a function is the smallest concave function that dominates it.
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Lemma 3 shows that we can restrict the feasible pays to those that makev ◦ y
nondecreasing and concave. Under this restriction, the solution to the agent’s
problem is unique and hence the first-order approach is valid. In fact, the two
lemmas above also enable us to focus on pay schedules that are piecewise smooth
without loss of generality.

Lemma 4 For any pay schedulẽy that can induce an optimal choice for the agent,
there exists a piecewise smooth pay scheduley such thatv ◦ ỹ andv ◦ y share the
same concavification.

Proof: See the proof of Lemma 2. 2

Given the three lemmas above, we are now in a position to further simplify
the agent’s problem. Letx = v ◦ y, and therefore,y = v−1(x) = h(x). As v (·)
is increasing and concave,h(x) is increasing and convex. The principal-agent
problem is then reformulated as follows:

max
x, fw∈Aw

∫
u(α(w)− h(x(w)))fw(w)dw, (12)

subject to

x(w) = λ

∫ w

`

F−1
p (1− Fw(t)) dt + λ`, (13)

which is both necessary and sufficient for the agent’s problem, whereλ ≥ 0
andλ` are free variables, which are constrained by the budget constraint and the
participation constraint ∫

x(w)fw(w)dw ≥ v0. (14)

The reformulation of the original problem leads to equations (12)-(14), in
which the principal selectsx(w) andfw(w) to maximize his utilityu subject to the
first-order condition constraint (13) plus the participation and budget constraints.

Note that, equation (13) transforms the agent’s incentive constraint into a nor-
mal one, thus is the most critical condition in our analysis. It could be thought
of the first-order condition in distribution sense. Indeed,x(w) and its concav-
ification x̃(w) are identical in a distribution sense, which is exactly what mat-
ters in our principal-agent problem. Ifx (w) is concave and nondecreasing, then
x (w) = x̃ (w) . Equation (13) alone also reveals an important feature of the opti-
mal contract: it can be designed in a way such that the compensation is a nonde-
creasing function of final wealth. Of course, to obtain additional features of the
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optimal contract, we need to solve the principal’s maximization problem. Equa-
tion (13) tells us that the principal only needs to focus on the class of nondecreas-
ing and concave functions in the selection ofx(w).

3 Characteristics of the Optimal Contracts

In this section we characterize the optimal contracts of the principal-agent prob-
lem discussed in the previous section. Given our analysis of the agent’s problem
in the previous section, we can investigate the principal’s contracting problem
(12)-(14) by studying the corresponding Lagrangian

U(fw, λ, λ`, λw, λv, λf ) =

∫
u (α(w)− h(x(w))) fw(w)dw

−λw

[∫
fw(w)F−1

p (1− Fw(w))wdw − w0

]

+ λv

[∫
x(w)fw(w)dw − v0

]

+

∫
λf (w)fw(w) dw, (15)

wherex(w) is a function offw, λ andλ` as defined by equation (13), andλ > 0,
λw > 0, λv > 0 andλf (w) ≥ 0. Similar to the case of the agent’s problem,
λf (w) = 0 if fw(w) > 0. Note that in addition to the budget and the individual
rationality (participation) constraints the objective functionU is also dependent on
two choice variablesλ andλ`.21 These two variables can be handled separately
from the functionfw.

Lemma 5 For any given multipliersλw, λv, λf (w) and a density functionfw, the
objective functionU as the function of(λ, λ`) has a unique global maximum. Fur-
thermore, at optimum(λ, λ`), it must satisfy the following first-order conditions:

∂U
∂λ

= −1

λ

∫
fw(w)[x(w)− λ`][u

′h′ − λv] dw = 0, (16)

∂U
∂λ`

= −
∫

fw(w)[u′h′ − λv] dw = 0. (17)

21We will only focus on the caseλ > 0, asλ = 0 will imply that x(w) = v0, which is a constant
and a very trivial case.
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Proof. See appendix B. 2

Lemma 5 conveys an important message. It shows that for any agent’s action
fw(w), there exists a unique optimal pay scheduley (w) that implements this ac-
tion. It should be noted that the set of pay schedules that implement a particular
action is one dimensional. The low dimensionality is due to the large size of the
agent’s action space. The size of the agent’s action space is assumed to be one-
dimensional (or low-dimensional) in the existing literature, which makes the set of
pay schedules that implement a particular action very large. Consequently, most
characteristics of the optimal contract can be obtained by examining the set of pay
schedules that implement a particular action alone. However, the same approach
cannot be applied to our portfolio choice problem because the set of pay sched-
ules that implements a particularfw is one-dimensional and the resulting optimal
contract is not informative. Therefore, we need to find the optimalfw to fully
characterize the optimal contracty(w).

We now turn to examine the features of an optimal solution around(fw, λ, λ`).
Suppose thatU reaches a maximum at(fw, λ, λ`) for given multipliers,λw, λv,
andλf . Then we can study the necessary conditions for the optimality ofU by
the perturbing the density functionfw by εη, whereε is an arbitrary small con-
stant andη satisfies

∫
η(w) dw = 0. For eachε, Lemma 5 shows that there is a

unique solution(λε, λε
`) to the first-order conditions for given(fw + εη, λw, λv) in

Lemma 5. Asε goes to zero,(λε, λε
`) converges to(λ, λ`). Therefore, the original

maximizing problemmaxfw,λ,λ`
U is equivalent to

max
ε
U ε = max

ε
U(fw + εη, λε, λε

`, λw, λv, λf ),

which is maximized atε = 0 if (fw, λ, λ`) is a solution to the original prob-
lem.Thus, the necessary conditions are derived by examining the derivatives of
the perturbedU ε with respect toε.

Proposition 1 Suppose that(fw, λ, λ`) is an optimal solution. Then the first-
order necessary condition is that there exists a constantC, which is independent
of w, such that(fw, λ, λ`) satisfy

u(α(w)− h(x(w))) + λf (w) +

[
λv − λw

λ

]
x(w)

+ λ

∫ w

`

1

fp(F−1
p (1− Fw(s)))

[∫ s

0

[u′h′ − λv]fw(t) dt

]
ds = C (18)
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almost everywhere for all̀ such thatfw(`) > 0, where

C = u(α(`)− h(x(`)) + λvx(`)

andλf (w) > 0 if fw(w) = 0 andλf (w) = 0 if fw(w) > 0.

Proof. See appendix B. 2

The necessary condition (18) is quite general: it applies to the class of utilities
that are not differentiable at some particular points. For example, as option-like
pay schedule can cause the principal’s utility not differentiable at the strike or
benchmark return. Such cases can be obtained whenfw is a delta function and, as
a result, the correspondingFw is discontinuous. The resulting optimal pay sched-
uley(w) will have kinks at those discontinuous points ofFw.22 Recall that, in the
analysis of the agent’s problem,λf ≡ 0 if and only x(w) is concave. In other
words, an interior solutionfw is obtained for the agent if and only ifx(w) is con-
cave. Furthermore, the exact solution can be obtained by the concavification of
the agent’s utility given a fixed pay schedule. However, the first-order necessary
condition for the principal’s problem is much complicated, the concavification,
not just over the principal utility, is over a combination of both the principal and
agent’s utilities plus a term caused by the incentive constraint. Because the con-
cavification depends on the endogenous variable it is difficult to determine the
conditions under whichλf = 0 in general. However, the next proposition offers
some ideas to determineλf .

Proposition 2 Given the principal’s problem (15), then a necessary condition for
λf (w) > 0 is thatu(α(w)− h(x(w))) is nonconcave over{t|λf (t) > 0}. If α(w)
is twice differentiable, then a necessary condition forλf (w) = 0 is

u′′[α′ − h′x′]2 − u′h′′[x′]2 + u′α′′ ≤ 0. (19)

Proof. See appendix B. 2

Proposition 2 shows that corner solutions (λf > 0) can only occur in noncon-
cave regions ofu(α(w) − h(x(w)) and that interior solutions are obtained when
α(w) is linear orα′∂ is small enough. The convex pay can be motivated by the
empirical evidence of the presence of a convex fund flow.

22Here a corner solution refers to a case offw (w) ≡ 0 in a subset of{w|0 < Fw(w) < 1}, the
measure of which is greater than zero.
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Now for the region in whichλf (w) = 0, a differential equation can be derived
to further investigate the property of the optimal solutions. Taking derivatives with
respect tow to the first-order condition (18) implies that

d[u + (λv − λw/λ) x]

dw
+

λ

fp

∫ w

0

[u′h′ − λv]fw(t) dt = 0. (20)

This differential-integral equation becomes an ordinary differential equation by
taking derivatives one more time and using the fact that

fw(w) = −1

λ
fp(x

′/λ)x′′.

This yields
{

d[u + (λv − λw/λ) x]

dw

f ′p
λfp

−
[
2[u′h′ − λv] +

λw

λ

]}
x′′

+
[
u′′[α′ − h′x′]2 − u′h′′[x′]2 + u′α′′

]
= 0. (21)

For the remaining part of the paper, unless specified otherwise, we will work with
the caseλf ≡ 0. Under such a circumstance, further simplification produces the
following results.

Proposition 3 Suppose thatu,α andv are twice differentiable and that the opti-
mal pay scheduley is twice differentiable. Theny(w) must satisfy the following
ordinary differential equation (ODE)

(βv′ − 2u′)y′′ +
v′′

v′
(βv′ − u′)[y′]2 + u′′[α′ − y′]2 + u′α′′

+
[
v′y′′ + v′′[y′]2

]
(u′[α′ − y′] + (β − λv)v

′y′)
f ′p
λfp

= 0, (22)

or x = v ◦ y satisfies

[
β − 2u′h′ + (u′ [α′ − h′x′] + (β − λv)x

′)
f ′p
λfp

]
x′′

+ u′′ [α′ − h′x′]2 − u′h′′[x′]2 + u′α′′ = 0, (23)

whereβ = 2λv − λw/λ andfp = fp(x
′/λ) = fp(v

′y′/λ).
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Proof. See appendix B. 2

Although the two ODEs are equivalent, in practice, it might be easier to solve
the ordinary differential equation ofx than the equation for the pay scheduley,
asx has a nicer property. Oncex is solved, then the pay schedule can be deter-
mined byy(w) = h(x) = v−1(x). From Proposition 2, we know that a necessary
condition forλf (w) = 0 is (19). In light of this inequality and the fact that the
second derivative ofx is nonpositive, equation (23) implies that the solutionx
must satisfy the following constraint

β − 2u′h′ + (u′ [α′ − h′x′] + (β − λv)x
′)

f ′p
λfp

< 0. (24)

The standard theory of differential equations shows the following.

Proposition 4 Given a set of(λ, λ`, λw, λv) and an initial condition(x(`) =
λ`, x

′(`)) that satisfies constraint (24), the ordinary differential equation (23) has
a unique solution that satisfies constraint (24). Furthermore,x is differentiable
with respect to parameters(λ, λ`, x

′(`), λw, λv).

Proof. See appendix B. 2

To determiney (w) or x (w) completely, we need equations (16) and (17),
which can be rewritten as follows:

∫
fp(x

′/λ)x′′x (w) [u′h′ − λv] dw = 0, (25)

and ∫
fp(x

′/λ)x′′[u′h′ − λv] dw = 0. (26)

In addition,(λ`, x
′(`)) must satisfy the differential-integral equation (20) to ensure

equation (23) holds.
Finally, we also need the budget and participation constraints
∫

wfp(x
′/λ)x′′x′dw = −λ2w0 and

∫
fp(x

′/λ)x′′xdw = −λv0. (27)

The five parameters(λ, λ`, x
′(`), λw, λv) are determined by the five equations

mentioned above. When we figure outx(w), the optimal pay schedule will be
given byy = h(x(w)).
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Last, one may wonder whether the necessary condition (18) is enough to insure
an optimal solution or not. To do this, we need to examine the second-order
condition. Surprisingly, the necessary condition (18) is also sufficient for a local
optimal solution ifu(α(w) − h(x) is globally concave in(w, x) ∈ R+ × R, i.e.,
α′′ is relatively small enough. Clearly,u(α(w) − h(x)) is concave in(w, x) for
the case in whichα(w) is linear or concave.

Proposition 5 Supposeu(α(w)−h(x)) is a concave function of(w, x) ∈ R+×R.
Given the multipliers(λw, λv), the solution(fw, λ, λ`) to the first-order conditions
(16), (17) and (18) is a a strong local maximizer of the principal’s problem (15),
i.e., the Lagrangian

U(fw, λ, λ`, λw, λv, λf ).

Proof. See appendix B. 2

The above analysis shows that, theoretically, there are two equivalent ways of
looking for a local optimal solution(fw, λ, λ`). One way is that, given(λw, λv),
solving (fw, λ, λ`) first, then using the budget constraint and participation con-
straint to fix(λw, λv). Finally, y(w) = h(x(w)) wherex(w) is uniquely deter-
mined by equation (13). The other way is to solvex by the ordinary differential
equation (23) with boundary conditions directly, thenfw is also uniquely deter-
mined oncex is solved. The former way is more general since it does not require
the smoothness ofx or y in solving the problem, while the latter way is more
tractable as it converts the problem into solving nonlinear ODEs. Given this ob-
servation, the propositions (especially, 4 and 5) in this section imply the following
main result of the paper.

Theorem 1 Supposeu(α(w)− h(x)) is a concave function of(w, x) ∈ R+ ×R.
A pay scheduley = h(x) is a local optimal solution to the original principal-
agent problem if and only if(x(w), λ, λ`, λw, λv, λf ) satisfy equations (18), (16),
(17) and (27); or equivalently, ify = h(x) is smooth, then it is a local optimal
solution if and only if(x(w), λ, λ`, x

′(`), λw, λv) satisfy equations (23), (25), (26),
(20) and (27).

Proof. See appendix B. 2

In general, the ordinary differential equation (22) or (23) does not admit a
closed-form solution. Hence we need to develop a systematic approach of solv-
ing the ODEs in order to study the general properties of the optimal contracts.
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However, the optimality of option-like pay schedules can be studied in a quite
general setup. The conditions under which an option-like pay schedule is optimal
are given in the following theorem.

Theorem 2 Suppose thatα(w) is smooth andu(α(w)−h(x)) is a strictly concave
function of(w, x) ∈ R+ × R. Then the optimal pay scheduley(w) contains no
option-like feature and is strictly increasing.

Proof. See appendix B. 2

In the model presented here, no option-like pay schedules are optimal if the
principal’s payα(w) is not convex shaped. Whenα(w) is a linear function ofw,
as is the case with most mutual fund fees, the option-like paysy(w) cannot be the
optimal contracts for the fund managers. An option-like pay schedule might be an
optimal contract in the presence of implicit incentives that imply a convexα(w),
as discussed in the introduction. Although, our model is static and assumes away
the issues of asymmetric information, the result here offers some insights into
option-like pays given that many studies that investigate the influence of option-
like pays on the risk taking behaviors of managers employ the same setup.

4 First- vs Second-best Contracts

As the agent’s action cannot be observed and the contract can only be written on
final wealth, an efficiency issue about the optimal contract naturally arises. To
address the efficiency issue we will first examine the characteristics of the first-
best contract so that a benchmark case can be obtained. To be more specific,
the first-best contract consists of a final wealth functionw(ω), which is equiv-
alent to a detailed instruction of portfolios, and a pay scheduley(ω) such that
the pair(w(ω), y(ω)) maximizes the principal’s expected utility under the budget
constraint:

max
w(ω)∈A, y(ω)

∫

Ω

u(α(w(ω))− y(ω)) P (dω) (28)

subject to the participation constraints:
∫

Ω

v(y(ω)) P (dω) ≥ v0. (29)

This maximization problem is straightforward whenu(α(w) − y) is concave for
all y, but it becomes complicated whenα(w) is convex. Therefore, it is helpful
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to reformulate the problem into principal’s choosing the distribution of wealth
fw instead ofw. However, we cannot directly apply Lemma 1 to transform the
problem into choosingfw because of the additional termy(ω).

Lemma 6 The first-best pay scheduley(ω), which together withw(ω) solves the
maximization problem (28)-(29), can be written asy(w(ω)).

Proof. See appendix B. 2

Lemma 6 shows we can replacey(ω) by y(w(ω)) in the maximization problem
(28)-(29). Then, applying Lemma 1 tou+λv implies that the first-best contracting
problem is equivalent to

max
fw(w)∈Aw, y(w)

∫
u(α(w)− y(w))fw(w) dw

subject to ∫
v(y(w))fw(w) dw ≥ v0.

In addition, for the sake of comparison with the case of the second best, we use
y = h(x) = v−1(x). Then the Lagrangian of the reformulated maximization
problem is as follows:

L(fw, x, λw, λv, λf ) =

∫
u(α(w)− h(x))fw(w) dw − λw (E[pw]− w0)

+ λv

[∫
xfw(w) dw − v0

]
+

∫
λf (w)fw(w) dw.

Using the variational method that perturbsfw by εfηf (w) andx by εxηx(w), where
εf andεx are two constants and

∫
ηf (w) dw = 0 and

∫
ηx(w)fw(w) < ∞,

we immediately have

Proposition 6 A pair (fw, x(w)) is an optimal solution for the principal’s prob-
lem if and only if it satisfy the following first-order condition

u(α(w)− h(x(w))) + λvx(w) + λf (w)− λw

∫ w

`

F−1
p (1− Fw(t)) dt = C (30)
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and
[u′(α(w)− h(x))h′(x)− λv] fw(w) = 0 (31)

almost everywhere for anỳsuch thatFw(`) > 0, whereC is independent ofw
andx.

Proof. See appendix B. 2

Differentiating (30) with respect tow yields

u′[α′ − h′x′] + λvx
′ + λ′f − λwF−1

p (1− Fw(w)) = 0. (32)

Note that, forfw(w) > 0, we haveλf ≡ 0. Then, in such a condition, ifα(w) is
smooth, the first-order conditions become

u′α′ = λwF−1
p (1− Fw(w)) = λwp and u′h′ =

u′

v′
= λv, (33)

where the first term means that the principal’s marginal rate of substitution across
states it equal to its relative price ratio, and the second term represents the optimal
risk-sharing between the principal and the agent. From equation (18) we have that
if the second-best contract is efficient oru′h′ = u′

v′ = λv, then

u(α(w)− y(w)) +

[
λv − λw

λ

]
v(y(w)) = C. (34)

Note that condition (34) is called the similarity condition in the literature, and was
proposed early in the theory of syndicates and agency studied by Wilson (1968)
and Ross (1973).23 Condition (34) shows that the efficiency condition implies the
similarity condition. Combining these two conditions, it is easy to show that the
optimal contract must take the form

y(w) = k1α(w) + k2, (35)

wherek1 > 0 andk2 are some constants. In particular, ifα(w) is linear, theny (w)
will be linear.

In the case ofα(w) = w, Ross (1973) was able to completely characterize
the class of utility pairs (u, v) that satisfy both the efficiency condition and the

23See also Ross (1974), Dybvig and Spatt (1986)
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similarity condition, and to show that in such situations the pay schedule is linear.
The class is simply that of pairs (u, v) with linear risk tolerance,

− u′

u′′
= cw + d and − v′

v′′
= cw + e , (36)

wherec, d ande are constants. It is easy to show that in the general caseα (w)
the class of utility pairs that satisfy both the efficiency condition and the similarity
condition is still the same. However, the pay schedule is no longer linear but takes
the form of equation (35). Our discussions thus lead us to the following results.

Theorem 3 The second-best pay schedule is Pareto efficient if and only if the util-
ity pair (u, v) for the principal and the agent satisfies equation (36). Furthermore,
in caseα(w) = αw, the second-best pay schedule must be linear if it is Pareto
efficient.

Proof. Omitted. 2

So far we have discussed the circumstances under which the second-best con-
tracts are efficient. The utility pairs have to satisfy equation (36) to achieve the
efficiency. In particular, ifu andv are exponential utilities, then equation (36) is
satisfied automatically. In general, there is an efficiency loss when the principal
and the agent’s risk attitudes are divergent. To see this point clearly, we rewrite
equation (23) into the following form

u′

v′
= β +

[
du

dw
+ (β − λv)x

′
]

f ′p
λfp

+
1

x′′
d2u

dw2
. (37)

Equation (37) indicates that the marginal rate of substitution is equal to a con-
stant plus the two terms that capture the incentive constraint imposed on the prin-
cipal by the need to motivate the agent to act in the best interest of the principal.
The second term captures the effect of the price density, while the last term cap-
tures the effect of the incentive constraint.

Note that in case ofα (w) = αw, condition (36) is sufficient but not necessary
for the second-best pay schedule to be linear. In addition, a linear optimal pay
schedule does not have to be Pareto efficient. To see this, we can focus on the spe-
cial case where the price density is uniformly distributed. Under such a condition,
equation (37) can be reduced to

u′

v′
= β +

1

x′′
d2u

dw2
. (38)
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In what follows we derive a necessary condition for a utility pair(u, v) to have
a linear second-best pay schedule. Suppose a second-best pay scheduley (w) =
k1w. Then, equation (38) implies that

u′

v′
= β +

α− k1

k1

(
du′

dw
/
dv′

dw

)
. (39)

Let m = α−k1

k1
. It is easy to check that the following satisfies equation (39)

u′ =
C

1−m
[v′]

1
m +

β

1−m
v′, (40)

whereC ≥ 0 is a constant. Simplifying equation (40) further and we have

u(w) =
βm

1−m
v

(w

m

)
+

Cm

1−m

∫ w
m

0

(v′(s))
1
m ds + C0. (41)

Equation (41) can be used to generate examples for a pair (u, v) to have a linear
second-best pay schedule (with an appropriate adjustment of other parameters
such asv0 andw0, of course). In particular, when the agent’s utility has a power
form v = 1

1−γ
w1−γ, the principal’s utilityu can be calculated explicitly as follows

u(w) =
βm

1−m

1

1− γ

(w

m

)1−γ

+
Cm

1−m

1

1− γ
m

(w

m

)1− γ
m

+ C0. (42)

By settingβ = 0 (via adjusting other parameters properly) andC0 = 0, equation
(42) implies that for any power utility pair(u, v) given by v = 1

1−γ
w1−γ and

equation (42), there exists a linear second-best pay schedule for a certain set of
initial parameters.

5 Numerical Examples

As discussed so far, the optimal contracts do not admit closed-form solutions in
general. To further understand the properties of the optimal contracts we solve
several examples numerically. As we do not intend to develop full-fledged nu-
merical methods to solve the contracting problems, to ease the programming we
will ignore the effect of price density on the optimal contracts and assume that
the state pricep is uniformly distributed over[pl, ph]. In addition, we also assume
that the gross benefit to the principal is linear. That is,α(w) = αw, whereα is
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a constant. Under such a condition, we havefp(p) = 1
ph−pl

, Fp(p) = p−pl

ph−pl
and

f ′p = 0. Thus, equation (22) can be further reduced to

(βv′ − 2u′)y′′ +
v′′

v′
(βv′ − u′)(y′)2 + u′′(α− y′)2 = 0, (43)

and equation (23) becomes

[β − 2u′h′] x′′ + u′′ [α′ − h′x′]2 − u′h′′[x′]2 = 0. (44)

Either of the two ODEs above can be used to solve the contracting problem with
the constraint

β − 2u′h′ < 0.

This constraint is needed to make sure thatx′′ < 0 (see equation (24)).
For the case of uniform distribution of state prices, in addition to the four

integral constraints (25) - (27), we also need the following equations to determine
the boundary of the distribution of the final wealth

x′(wl) = λph and x′(wh) = λpl. (45)

The uniform distribution assumption also makes the differential-integral equa-
tion (20) straightforward: we can fix the constraint at a particular point. A natural
choice is one of the two boundary points, i.e., atwl, the constraint becomes

[
u′[α− h′x′] +

(
λv − λw

λ

)
x′

]∣∣∣∣
w=wl

= 0, (46)

becausefw(w) ≡ 0 for all w /∈ [wl, wh].
For preferences, we assume both the principal and agent have a power utility

in the form
1

1− γ
w1−γ,

whereγ is the relative risk aversion coefficient. Throughout the remaining part of
this section we will useγp andγa to represent the risk aversion coefficients of the
principal and agent, respectively.

For ease of exposition, we use a parameterκ, a fraction of the initial wealth,
to measure the agent’s reservation utility. Parameterκ is a fraction of the initial
wealth such that

1

1− γa

(κw0)
1−γa = v0.
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From our discussions in the previous section, we know that the first best con-
tracts do not need to consider the incentive effect, and only the risk sharing effect
should be considered. The optimal condition for the first best contracts implies
that the marginal rate of substitution is a constant. Consequently, the risk is al-
located between the principal and the agent optimally. However, the second best
contracts would have different concerns. In addition to this risk sharing effect, the
second best contracts also need to consider the incentive effect. These two effects
— risk sharing and incentive — mingle together and cannot be separated.
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Figure 1: The first and second best contracts. The right graphs plot the second best
contract only. Preferences are power utilities. The gross benefit of the principal
α(w) = 0.05w. State price follows uniform distribution with bounds:pl = 0.7
andph = 1.3. Both the pay schedule and the wealth are normalized by the initial
wealthw0.

In the first numerical example, we choose the risk aversion coefficients as 0.3
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and 3, such that the incentive effect could be relatively strong. Figures 1 and 2 plot
the first best and the second best contracts for these two risk parameters. These
two figures show that the shape of the second best contracts can not be solely
determined by the relative risk aversion. Figure 1 shows that no matter who is
more risk averse, the second best contract is concave and flat. In contrast, the
first best contract is concave for a less risk-averse principal and convex for a more
risk-averse principal.
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Figure 2: The first and second best contracts and the derivative of the second
best contract. Preferences are power utilities. The gross benefit of the principal
α(w) = 0.05w. State price follows uniform distribution with bounds:pl = 0.7
andph = 1.3. Both the pay schedule and the wealth are normalized by the initial
wealthw0.

Note that the risk-sharing effect demands that the marginal rate of substitution
is constant, while the incentive effect demands that the pay schedule is designed in
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a way such that the composite utility functions of both the principal and the agent
are similar. These two roles are normally conflicting. The shape of the second
best contracts are the net effects of these two opposite forces.

A comparison of the plots in Figure 1 with the ones in Figure 2 shows the
reservation utility plays a very important role in determining the shape of the
second best contracts. However, the shape of the first best contracts is more or
less only determined by the relative risk aversion, independent of the reservation
utility level. This is due to the nature of the power utilities, and the fact that the
first best contracts are characterized by a constant marginal rate of substitution.
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Figure 3: The first and second best contracts. Preferences are power utilities.
The gross benefit of the principalα(w) = 0.05w. State price follows uniform
distribution with bounds:pl = 0.7 andph = 1.3. Both the pay schedule and the
wealth are normalized by the initial wealthw0.

When the reservation utility is relatively low, the second best contracts contain
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both concave and convex regions. Figure 2 shows that the second best contract is
concave in the low wealth region and convex at the high wealth region when the
principal is less risk averse. The concave and convex regions reverse when the
principal is more risk averse.

In the case in which the principal and agent’s risk aversion coefficients are
close the second best contracts are still quite different from the first best contracts.
Figure 3 plots some examples in this situation. When the principal is more risk
averse, the second best contracts are flat and concave even for a relatively low
reservation utility level. When the agent is more risk averse, the second best
contracts can be close to the first best contracts for low reservation utility levels.

(a): κ = 0.000047 (b): κ = 0.000289
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(c): κ = 0.000378 (d): κ = 0.000509
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Figure 4: The first and second best contracts. Preferences are power utilities with
risk aversionγp = 0.1 andγa = 3. The gross benefit of the principalα(w) =
0.05w. State price follows uniform distribution with bounds:pl = 0.7 andph =
1.3. Both the pay schedule and the wealth are normalized by the initial wealthw0.
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In Figure 4, the risk aversion parameters take values of 0.1 and 3 hence the
incentive effects become larger than what we had before. It further supports the
idea that the reservation utility level plays an important role in determining the
shapes of the second best contracts. The reservation level increases for the four
plots from (a) to (d). The shapes of these contracts change from the convex, to
mix of concave and convex (left and bottom), and to the concave.
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Figure 5: The first and second best contracts. Preferences are power utilities. The
gross benefit of the principalα(w) = w. State price follows uniform distribution
with bounds:pl = 0.7 andph = 1.3. Both the pay schedule and the wealth are
normalized by the initial wealthw0.

Another interesting observation we can draw from Figure 1-4 is that most
of the second-best pay schedules are relatively “flat” for the case whenα(w) =
0.05w, even when the risk aversions of the principal and agent are quite different.
This suggests that the flat pays should be common in the mutual fund industry, in
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which a fund company typically charges a small fixed percentage fee. This result
is consistent with the empirical findings of Elton, Gruber, and Blake (2003) that
fund managers’ pays are usually flat in the US mutual fund industry.

Finally, Figure 5 plots some examples when the principals are themselves in-
vestors, henceα(w) = w. In this case, the shape of the second best contracts
become less sensitive to the reservation utility level due to the low “costs” of
solving the incentive problems. The second best contracts are much steeper than
those for smallerα in the previous examples.

Overall, these numerical examples show that at least in the class of power
utilities, there is no determinant relationships between the shapes of the second-
best contracts and the differences of the risk aversion coefficients between the
principal and agent. Given the risk aversion coefficients, the shape of the second
best contracts strongly depends on the agent’s reservation utility level. In addition,
it is unusual for a second best-contract to have a strong concave or convex shape.
Second best contracts are more “linear.” As shown by Theorem 2, option-like
pay schedules cannot be optimal without implicit incentives, and the numerical
examples seem to suggest that the option-like pays cannot even be approximations
to the optimal contracts. Option-like pays are only possible when there are convex
implicit incentives such as the observed fund flows.

6 Conclusion

This paper has addressed a fundamental problem in the portfolio delegation prob-
lem: what is the optimal pay schedule when the investors delegate their portfolio
choice decision to a fund manager? Much of the existing literature addresses this
issue under very limited conditions. Indeed, only optimal linear contracts under
restricted preferences are fully analyzed for technical reasons. In this paper, we
develop a new approach to deal with those difficult issues arising from charac-
terizing the agent’s optimal action. By reformulating the principal-agent problem
into a distribution form, we are able to show that an optimal indirect utility func-
tion x(w)(or, equivalently, an optimal pay scheduley(w)) can be found within
the class of the agent’s indirect utility functions that are increasing and concave.
As a result, the traditional first-order approach can be applied to transform the
incentive constraint into a normal one and the principal-agent problem becomes
a standard constrained maximization problem. Consequently, the standard calcu-
lus of variation techniques are applied to convert the principal-agent problem into
one that solves a second-order nonlinear ODE. Various numerical examples are
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solved to illustrate the shape of the (local) optimal pay schedules, as compared
to the Pareto-efficient benchmark case. An important result is that the shape of
the second-best contracts is smoother and flatter than that of the first-best ones.
This is due to the fact that two offsetting forces, the risk-sharing effect and the
incentive effect, jointly determine the shape of the second-best contracts, while
the risk-sharing effect alone determines the shape of the first-best contracts com-
pletely.

Some issues about the nonlinear ODEs deserve further discussion. One im-
portant issue is existence problem. In the paper, we use the nonlinear ODEs to
characterize the optimal contracts when they are known to exist. Surprisingly, the
nonlinear ODEs are both necessary and sufficient for local optimality. As a result,
an natural research topic in the next step is to provide conditions on utilities and
the price density function such that the nonlinear ODEs have a solution. We have
solved a simple case in which both the principal and the agent have a linear risk
tolerance with identical cautiousness. However, developing a systematic approach
to solve the nonlinear ODEs under very general conditions, at least numerically,
is a worthwhile undertaking.

Our model can be extended along several lines. First, one may wonder whether
or not the approach that we use in this paper can be carried over to the case of in-
complete securities markets. Note that the concavification of the agent’s compos-
ite utility function in Lemma 2 relies on the complete market assumption. In the
presence of market incompleteness, the price density function can not summarize
all relevant information. As a result, the optimal contracts will naturally be related
to the players’ risk attitude as well as the securities payoff structure. This is an
interesting area for future research.

Second, we can also incorporate moral hazards and adverse selection into the
analysis. For instance, the agent’s efforts on information production are a typical
moral hazard issue in the mutual fund industry. Dybvig, Farnsworth, and Carpen-
ter (2004) and Sung (2005) have done some work along this line. However, their
model places strong restrictions on the players’ utility functions, and assumes that
the states of nature can be contracted upon. Consequently, their model has limited
applications. Exploring the implications of an principal-agent model with moral
hazards and adverse selection in the context of delegated portfolio management
would be another interesting research topic.

Third, although our agency model is static, it also captures the structure of
the optimal pay schedule under the worst scenario in a dynamic setting. In other
words, if the final wealth is the only variable that can be contracted upon, and
there is no intertemporal consumption, then the optimal contract in this simple
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dynamic setting is identical to that in our static model. However, in the general
case in which the agent makes optimal consumption and portfolio decisions over
time, and the principal uses securities price information in the design of the pay
schedules, the optimal pay schedule in the presence of signals remains an inter-
esting topic, which we are currently working on (see Li and Zhou (2005)).

Appendix A: An Auxiliary Lemma

To solve the principal-agent problem (7)-(9), the method we will use here is the
basic technique in the calculus of variations. The idea is as follows. Suppose that
fw is an optimal solution, then perturbfw by εη, whereε is a small constant andη
is an arbitrary integrable function that satisfies

∫
η(w) dw = 0. Such a restriction

makes sure that
∫

[fw + εη] dw = 1.24 The fact thatfw is an optimal solution
implies that all directional derivatives atfw are zero. A direct calculation of all the
directional derivatives, although quite involved, gives a necessary and sufficient
condition for the local optimal solutions. The technique described above is the
basic one, which is used to derive the Euler equations or first-order conditions,
in the calculus of variations. There are at least two major reasons for us not
directly use the Euler equations, though there are several ways of doing it. First is
that our problems are not typical, standard results on the second-order necessary
conditions cannot be applied. On the other hand, using the basic technique, the
second-order conditions work out quite nicely. Secondly, corner solutions can
be handled easily by the basic variational technique. Such corner solutions are
important in economics because contracts with corner solutions contain option
payoff structures, which are widely used in practice.

Since the variations of the expected wealth are used several times, we present
them formally in the following lemma.

Lemma A.1 For any given a distribution functionfw, let Eε[pw] be the budget
under a perturbed density functionf ε

w = fw + εη, whereε is a constant andη
satisfies

∫
η(t) dt = 0. Then,

dEε[pw]

dε
=

∫ ∞

0

η(w)

∫ w

`

F−1
p (1− F ε

w(t)) dt dw

24This is analogous to the finite dimensional case, in whichη is a directional vector.
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and

d2Eε[pw]

dε2
=

∫ ∞

0

1

fp(F−1
p (1− F ε

w(w)))

(∫ w

0

η(t) dt

)2

dw > 0,

where` is an arbitrary nonnegative number such thatfw(`) > 0 or `F−1
p (1 −

Fw(`)) is finite.

Proof of Lemma A.1

We perturb the density functionfw by εη, whereε is a small constant andη is an
arbitrary piece wise smooth function that satisfies

∫ ∞

0

η(w) dw = 0.

Let F ε
w denote the perturbed cumulative distribution function. Note that

1− F ε
w(w) = 1−

∫ w

0

[fw(s) + εη(s)] ds =

∫ ∞

w

[fw(s) + εη(s)] ds.

We usefp(w) as a shortcut forfp(F
−1
p (1−F ε

w(w))) in the remaining of the proof.
Since

∫ ∞

0

wf ε
w(w)

dF−1
p (1− F ε

w(w))

dε
dw

= −
∫ ∞

0

wf ε
w(w)

[
1

fp(w)

∫ w

0

η(t) dt

]
dw

= −
∫ w

`

tf ε
w(t)

1

fp(t)
dt

∫ w

0

η(t) dt

∣∣∣∣
∞

0

+

∫ ∞

0

η(w)

∫ w

`

t
f ε

w(t)

fp(t)
dt dw

=

∫ ∞

0

η(w)

[
wF−1

p (1− F ε
w(w))− `F−1

p (1− F ε
w(`))

−
∫ w

`

F−1
p (1− F ε

w(t)) dt

]
dw,

where` is a positive number, the first derivative of the perturbed budget then is

dEε[pw]

dε
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=

∫ ∞

0

η(w)wF−1
p (1− F ε

w(w)) dw −
∫ ∞

0

wf ε
w(w)

dF−1
p (1− F ε

w(w))

dε
dw

=

∫ ∞

0

η(w)

[∫ w

`

F−1
p (1− F ε

w(t)) dt + `F−1
p (1− F ε

w(`))

]
dw

=

∫ ∞

0

η(w)

[∫ w

`

F−1
p (1− F ε

w(t)) dt

]
dw,

where the last equality is due to the fact that
∫∞

0
η(w) dw = 0.

Then, taking derivatives with respect toε to the above equation again and
integrating by parts shows that

d2Eε[pw]

dε2
= −

∫ ∞

0

η(w)

[∫ w

`

1

fp(w)

∫ t

0

η(s) ds dt

]
dw

=

∫ ∞

0

1

fp(w)

(∫ w

0

η(t) dt

)2

dw > 0.

The second derivative is positive because for allw ∈ R+ whenε is zero or small
enough such thatF ε

w is a valid distribution function.

Appendix B: Proofs

Proof of Lemma 1

Aumann and Perles (1965) show thatG has a concavificatioñG. Then, for each
nonconcave region, there exists an open intervalB = (w1, w2) ∈ R+ such that

LB(w) = G(w1) +
G(w2)−G(w1)

w2 − w1

(w − w1) > G(w) (47)

for all w ∈ B. The the concavification is

G̃(w) =

{
LB(w) if w ∈ ∪B
G(w) otherwise.

Lemma B.1 Suppose thatG(w) satisfies the conditions in Lemma 1. Then

max
w(ω)∈A

∫

Ω

G(w(ω)) P (dω) = max
w(ω)∈A

∫

Ω

G̃(w(ω) P (dω).

If w∗ solves the the maximization problem withG, it also solves the maximization
problem withG̃.
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Proof. Without loss of generality, suppose there is only oneB. LetΩ′ = {ω|w̃(ω) ∈
B}. The lemma is true because for every choicew̃ underG̃ there is an equivalent
choice ofw underG

w(ω) =





w̃(ω) if ω /∈ Ω′

w1 with proba(w̃)P (dω) if ω ∈ Ω′

w2 with prob(1− a(w̃))P (dω) if ω ∈ Ω′,

wherea(w̃) = w2−w̃
w2−w1

, such that

∫

Ω

G(w(ω)) P (dω) =

∫

Ω\Ω′
G(w̃(ω) P (dω)

+

∫

Ω′
{a(w̃)G(w1) + [1− a(w̃)]G(w2)}P (dω)

=

∫

Ω

G̃(w̃(ω)) P (dω)

and ∫

Ω

p(w)w(ω) P (dω) =

∫

Ω

p(ω)w̃(ω) P (dω).

The last equation is true because of the identityw̃ = a(w̃)w1 + [1− a(w̃)]w2. 2

Lemma B.1 shows that it is sufficient to prove Lemma 1 to show that it is
true for concaveG. The following lemma further shows we can assumeG is also
nondecreasing.

Lemma B.2 Let wm = inf{w|G(w) = maxŵ G(ŵ)}. Suppose thatG is con-
cave and bounded on all compact set inR+. ThenG is either nondecreasing or
P ({ω|w∗(ω) ∈ (wm,∞)}) = 0 andG(w) is nondecreasing on[0, wm].

Proof. SinceG is bounded and concave, there exists a maximum if it is not in-
creasing. Aswm dominates allw > wm andpwm < pw, we haveP ({ω|w∗(ω) ∈
(wm,∞)}) = 0. 2

Lemmas B.1 and B.2 show that it suffices to show the lemma is true forG that
is nondecreasing and concave. Since markets are complete, there is a uniquep
corresponding to eachω ∈ Ω. This implies

∫

Ω

G(w∗(ω)) P (dω) =

∫
Fp(dp)

∫

{ω∈Ω|p(ω)=p}
G(w∗(ω)) P (dω|p), (48)
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whereFp is the induced probability measure throughp(ω) andP (ω|p) is the prob-
ability measure conditional onp. In addition, for the budget, we also have

∫

Ω

p(ω)w∗(ω) P (dω) =

∫
pFp(dp)

∫

{ω|p(ω)=p}
w∗(ω) P (dω|p)

=

∫
pE[w∗|p] Fp(dp). (49)

AsG is concave, applying Jensen’s inequality to the righthand side of equation
(48) then yields

∫

Ω

G(w∗(ω)) P (dω) =

∫
E[G(w∗)|p] Fp(dp) ≤

∫
G(E[w∗|p]) Fp(dp).

The inequality becomes equality ifw∗(ω) = w∗(p) is the same on{ω ∈ Ω|p(ω) =
p}. This choice satisfies the budget constraint in light of equations (49). There-
fore,

max
w∈A

∫

Ω

G(w(ω)) P (dω) = max
w∈Ap

∫
G(w(p)) Fp(dp), (50)

where

Ap = {w > 0|
∫

pw(p) Fp(dp) ≤ w0}.

On the other hand, for any feasible choice ofw(ω), we have (see, i.e., Theorem
7 in §6, Chapter II of Shiryaev (1995))

∫

Ω

G(w(ω)) P (dω) =

∫
G(w) Fw(dw),

whereFw is thew(ω) induced probability measure. Combining this with equation
(50) implies that

max
w∈Ap

∫
G(w(p)) Fp(dp) = max

w∈Ap

∫
G(w) Fw(dw). (51)

To prove equation (6), it is sufficient to establish that the inverse ofw(p) is mono-
tonically decreasing withw at maximum. However, this is true by the first-order
necessary and sufficient conditionG′(w) ≤ λp for the righthand maximization
problem of (50), whereλ > 0. This shows that the positive relation betweenp
andw cannot be optimal. Therefore, for the maximization problems in equation
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(51), we can restrict the feasible setAp such thatp is decreasing (non-increasing)
with w, which can be represented in terms of distribution function ofw by

Fp(p) = 1− Fw(w) =

∫ ∞

w

fw(w) dw, (52)

where∞ ≥ fw ≥ 0. Note that the only requirement onFw is that it is non-
decreasing, or equivalently,fw ≥ 0. This restriction is also equivalent top =
F−1

p (1− Fw(w)). Hence we can replaceAp by Aw in the righthand side of equa-
tion (51). This establishes the second equality of equation (6).

Proof of Lemma 2

Let x(w) = v(y(w)). In the form of distribution with the budget constraint (5),
the Lagrangian for the agent’s problem is

V =

∫ ∞

0

x(w)fw(w) dt− λ

(∫ ∞

0

wF−1
p (1− Fw(w))fw(w) dw − w0

)

+

∫ ∞

0

λf (w)fw(w) dw,

whereλ is a positive constant andλf (w) is a nonnegative function, which equals
zero whenfw > 0 and is nonnegative whenfw = 0. Then, following the pro-
cedure as described in the proof of Lemma A.1, letf ε

w(w) = fw(w) + εη(w),
where

∫∞
0

η(w) dw = 0 andfw is the optimal solution. Then define the perturbed
expected utility as

Vε =

∫ ∞

0

[x(w) + λf (w)] f ε
w(w) dw − λ

(∫ ∞

0

w[F−1
p (1− F ε

w(w))f ε
w(w) dw

)
.

Using Lemma A.1, the first two derivatives of the Lagrangian with respect to
ε are

dVε

dε
=

∫ ∞

0

η(w)

[
x(w) + λf (w)− λ

∫ w

`

F−1
p (1− F ε

w(t)) dt

]
dw,

and
d2Vε

dε2
= −λ

∫ ∞

0

1

fp

(∫ w

0

η(t) dt

)2

dw < 0.

36



This shows that the LagrangianV always has an interior maximum and the first-
order conditiondVε

dε
|ε=0 = 0 is both sufficient and necessary when we restrict

fw ≥ 0. Yet this is true if and only if there exists a constantC such that

x(w)− λ

∫ w

`

F−1
p (1− Fw(t)) dt + λf (w) ≡ C (53)

holds almost everywhere. Asx is bounded above byv(α(w)) there exists a func-
tion Fw or fw such that equation (53) holds.

This equality and Lemma A.1 implyC = x(`) for all ` ∈ {t|∞ > fw(t) > 0}.
Let λ` = x(`) and define

x̃(w) = λ

∫ w

`

F−1
p (1− Fw(t)) dt + λ`.

As λf (w) ≥ 0, we havex(w) ≤ x̃(w) andx̃(w) is nondecreasing and concave,
x̃(w) is the concavification ofx(w). Otherwise, it contradicts the first-order con-
dition. Becausẽx(w) > x(w) implies thatλf (w) > 0 and hencefw(w) = 0.
Therefore, by the fact that̃x ≥ x, we havefw(w) = 0 for all w ∈ {t|x̃(t) 6= x(t)}

Proof of Lemma 5

The first-order derivatives ofU with respect toλ andλ` are straightforward by
noting that

x(w) = λ

∫ w

`

F−1
p (1− Fw(t)) dt + λ`.

Then the second order derivatives are given by

d2U
dλ2

= − 1

λ2

∫ ∞

0

fw(w)[x(w)− λ`]
2∂[u′h′]

∂x
dw < 0;

d2U
dλdλ`

= −1

λ

∫ ∞

0

fw(w)[x(w)− λ`]
∂[u′h′]

∂x
dw;

d2U
dλ2

`

= −
∫ ∞

0

fw(w)
∂[u′h′]

∂x
dw < 0,

where the negativeness of the second derivatives is due to the fact that

∂[u′h′]
∂x

= −u′′[h′]2 + u′h′′ > 0,
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because bothu andv are concave functions. A direct calculation shows

d2U
dλ2

d2U
dλ2

`

−
[

d2U
dλdλ`

]2

> 0.

Since this holds for any(λ, λ`), the solution to the first-order condition maximizes
the objective globally and is unique.

Proof of Proposition 1

Let U ε denote the perturbedU , that is

U ε =

∫ ∞

0

[u + λvx
ε + λf (w)]f ε

w dw − λwEε[pw] + λww0 − λvv0.

Then the first-order derivative ofU ε is

dU ε

dε
=

∫ ∞

0

η(w)[u + λvx
ε + λf (w)] dw

+

∫ ∞

0

f ε
w

d[u + λvx
ε]

dε
dw − λw

dEε[pw]

dε
. (54)

First note that, using (13) or Lemma 2, we have

dxε(w)

dε
= −λε

∫ w

`

1

fp

∫ t

0

η(s) ds dt +
xε(w)− λε

`

λε

dλε

dε
+

dλε
`

dε
.

Then,
∫ ∞

0

f ε
w(w)

d[u + λvx
ε]

dε
dw = −

∫ ∞

0

[u′h′ − λv]f
ε
w

dxε(w)

dε
dw

= λε

∫ ∞

0

[u′h′ − λv]f
ε
w(w)

∫ w

`

1

fp

∫ t

0

η(s) ds dt dw

− dλε

dε

∫ ∞

0

[u′h′ − λv]f
ε
w

x− λε
`

λε
dw − dλε

`

dε

∫ ∞

0

[u′h′ − λv]f
ε
w dw,

where we use the fact that the derivatives ofλε andλε
` do not depend onw. Note

that the last two terms are equal to zero due to the first-order conditions of Lemma
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5. Integration by parts shows the remaining integral is
∫ ∞

0

[u′h′ − λv]f
ε
w(w)

∫ w

`

1

fp

∫ t

0

η(s) ds dt dw

=

∫ w

0

[u′h′ − λv]f
ε
w(t) dt

∫ w

`

1

fp

∫ t

0

η(s) ds dt

∣∣∣∣
∞

0

−
∫ ∞

0

1

fp

∫ w

0

η(t) dt

[∫ w

0

[u′h′ − λv]f
ε
w dt

]
dw

=

∫ ∞

0

η(w)

∫ w

0

1

fp

[∫ t

0

[u′h′ − λv]f
ε
w ds dt

]
dw,

where we have use the first-order condition forλε
`, equation (17). Using this

equation and Lemma A.1, the first derivative ofU ε with respect toε is:

dU ε

dε
=

∫ ∞

0

η(w)

[
u + λvx

ε + λf + λε

∫ w

0

1

fp

∫ t

0

[u′h′ − λv]f
ε
w ds dt

]
dw

−λw

∫ ∞

0

η(w)

∫ w

`

F−1
p (1− F ε

w(t)) dt dw, (55)

where we have used Lemma A.1. However, whenε = 0, we haveλε = λ, λε
` = λ`,

and hence

dU ε

dε

∣∣∣∣
ε=0

=

∫ ∞

0

η(w)

[
u + λvx + λf + λ

∫ w

`

1

fp

∫ t

0

[u′h′ − λv]fw ds dt

]
dw

−λw

∫ ∞

0

η(w)

∫ w

`

F−1
p (1− Fw(t)) dt dw

=

∫ ∞

0

η(w)

[
u + λvx + λf + λ

∫ w

`

1

fp

∫ t

0

[u′h′ − λv]fw ds dt

− λw

λ
x +

λw

λ
λ`

]
dw = 0,

where the second last equality is obtained by using the constraints (13 ) or Lemma
2. The above integral equals zero for any arbitraryη such that

∫∞
0

η(w) dw = 0 if
and only if there exists a constantC such that

u(α(w)− h(x(w))) + λvx(w)− λw

λ
x(w) + λf (w)

+ λ

∫ w

`

1

fp

∫ t

0

[u′h′ − λv]fw ds dt− λw

λ
x +

λw

λ
λ` = C (56)
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holds almost everywhere. However,fw(`) > 0 by assumption andλ` = x(`),
equation (56) then implies thatC = u(α(`)− h(x(`)) + λvx(`).

Proof of Proposition 2

First note thatx(w) is continuous onR+. Let

L(w) ≡ u(α(w)− h(x)) +

[
λv − λw

λ

]
x + λ

∫ w

`

1

fp

∫ t

0

[u′h′ − λv]fw ds dt,

which is also continuous. By the necessary condition (56)λf (w) + L(w) ≡ C
we then haveλf (w) is continuous. Therefore{w|λf (w) > 0} is open intervals.
Let S = (w1, w2) be such an open interval. Becauseλf (w1) = λf (w2) = 0 we
haveL(w1) = L(w2) = C. Sincefw ≡ 0 in S, we haveF−1

p (1 − Fw(w)) =
F−1

p (1− Fw(w1)) = p1 hence

L(w) = u(α(w)− h(x(w))) +

[
λv − λw

λ

]
[λp1(w − `) + λ`] + λA(w − w1),

where

A =
1

fp(F−1
p (1− Fw(w1)))

∫ w1

0

[u′h′ − λv]fw(w) dw.

Rearranging the linear terms, we have

L(w) = u(α(w)− h(x(w))) + a(w − w1) + b,

wherea andb are constants. Then byL(w1) = L(w2) = C, we have

b = C − u(α(w1)− h(x(w1)))

and

a = −u(α(w2)− h(x(w2)))− u(α(w1)− h(x(w1)))

w2 − w1

.

Therefore, we have byL(w) + λf (w) = C andλf (w) > 0

u(α(w)− h(x(w))) <
w2 − w

w2 − w1

u(α(w1)− h(x(w1)))

+
w − w1

w2 − w1

u(α(w2)− h(x(w2)))

for all w ∈ (w1, w2).
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If α(w) is twice differentiable andfw(w) = 0, thenx(w) andL(w) is twice
differentiable. Therefore,λf (w) is twice differentiable onS, and its second
derivative is given by

λ′′f (w) = −u′′[α′ − h′x′]2 + u′h′′[x′]2 − u′α′′,

where we have usedx′′(w) = fw(w) = 0 for all w ∈ S. However, the first
part of the proposition states thatλf (w) > 0 can only occur in a nonconcave
region ofu(α(w)− h(x(w))) henceL(w) is concave on a subset ofS. Then that
λf (w)+L(w) = C implies thatλf (w) is convex on this subset, that isλf (w) > 0.
Hence (19) is a necessary condition forλf (w) > 0

Proof of Proposition 3

Taking derivatives with respect tow to the first-order condition (18) implies that
[
u′α′ −

(
u′h′ − λv +

λw

λ

)
x′

]
fp + λ

∫ w

0

[u′h′ − λv]fw(t) dt = 0.

This equation can be simplified further by taking the derivative with respect tow
one more time and rearranging terms on the two sides. Using the fact that

fw(w) = −1

λ
fpx

′′ and
dfp

dw
= −f ′p

fp

fw =
1

λ
f ′px

′′,

we have

d

dw

[
u′α′ −

(
u′h′ − λv +

λw

λ

)
x′

]
fp

+

[
u′α′ −

(
u′h′ − λv +

λw

λ

)
x′

]
x′′

λ
f ′p − [u′h′ − λv]x

′′fp = 0,

or
{[

u′α′ −
(

u′h′ − λv +
λw

λ

)
x′

]
f ′p
λfp

−
[
2[u′h′ − λv] +

λw

λ

]}
x′′

+

[
d[u′α′]

dw
− x′

d[u′h′]
dw

]
= 0. (57)

[
β − u′

v′

]
x′′ + u′′(α− y′)2 − u′y′′ +

x′′

λ
[u′(α− y′) + (β − λv)x

′]
f ′p
fp

= 0, (58)
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whereβ = −λw/λ + 2λv. Note thaty = h(x) or x = v(y), thus

y′ = h′(x)x′ andy′′ = h′(x)x′′ + h′′(x)[x′]2,

or put another way,

x′ = v′(y)y′ andx′′ = v′(y)y′′ + v′′(y)[y′]2.

Thus, equation (58) can be written as a second-order nonlinear ODE with respect
to y (w). That is

[βv′ − 2u′]y′′ +
v′′

v′
(βv′ − u′)[y′]2 + u′′[α′ − y′]2 + u′α′′

+
[
v′y′′ + v′′(y′)2

]
[u′[α′ − y′] + (β − λv)v

′y′]
f ′p
λfp

= 0.

This equation also implies thaty is twice differentiable ifu, α andv are twice
differentiable.

Proof of Proposition 4

This is a direct application of standard results: see Chapter 3 of Walter (1998).
Specifically, given the constraint (24), the ODE (23) can be rewritten as

x′′ = − [u′′[h′]2 + u′h′′] [x′]2 − 2u′′α′h′x′ + u′′[α′]2 + u′α′′

β − 2u′h′ + (u′[α′ − h′x′] + (β − λv)x′)
f ′p
λfp

.

Then, lettingz = x′ andx′′ = z′ transforms this ODE into a system of two first-
order ODEs, which have a unique solution given initial conditions that satisfy
(24) by the fact that all of the coefficients are continuous. Or in the case when
u(α(w)−h(x(w))) is piece-wise smooth (countable kinks), multiple sets of initial
conditions can derived by using equation (18).

Proof of Proposition 5

Using the first-order derivative (54), the second derivative ofU ε with respect toε,
then, is given by

d2U ε

dε2
= 2

∫ ∞

0

η
d[u + λvx

ε]

dε
dw +

∫ ∞

0

f ε
w

d2[u + λvx
ε]

dε2
dw − λw

d2Eε[pw]

dε2
.
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To simplify the notation, define

B(w) ≡
∫ w

0

η(t) dt

in the remaining proof. Direct calculations show that

dxε(w)

dε
= −λε

∫ w

`

B

fp

dt +
xε(w)− λε

`

λε

dλε

dε
+

dλε
`

dε
, (59)

d2xε(w)

dε2
= −λε

∫ w

`

f ′p
f 3

p

B2 dt− 2
dλε

dε

∫ w

`

B

fp

dt +
xε − λε

`

λε

d2λε

dε2
+

d2λε
`

dε2
, (60)

where the derivatives ofλε andλε
` do not depend onw. Differentiating the first-

order conditions forλε andλε
`, equations (16) and (17), with respect toε, yield

∫ ∞

0

η[u′h′ − λv]
xε − λε

`

λε
dw

=

∫ ∞

0

f ε
w[u′h′ − λv]

∫ w

`

B

fp

dt dw −
∫ ∞

0

f ε
w

xε − λε
`

λε

∂[u′h′]
∂x

dxε

dε
dw, (61)

and
∫ ∞

0

η[u′h′ − λv] dw = −
∫ ∞

0

f ε
w

∂[u′h′]
∂x

dxε

dε
dw, (62)

respectively. These two equations further imply the following results, which are
crucial to proving the second-order necessary condition.

Lemma B.3 The first-order derivatives ofλε and λε
` with respect toε have to

vanish atε = 0.

Proof. Substituting (59) into equation (62) yields
∫ ∞

0

η[u′h′ − λv] dw − λε

∫ ∞

0

f ε
w

∂[u′h′]
∂x

∫ w

`

1

fp

∫ t

0

η(s) ds dt dw

=
dλε

dε

∫ ∞

0

f ε
w

∂[u′h′]
∂x

xε(w)− λε
`

λε
dw +

dλε
`

dε

∫ ∞

0

f ε
w

∂[u′h′]
∂x

dw.

As ε → 0, the righthand side of the equation above does not depend onη but the
lefthand side does. Both sides of the equation have to be the same constant that is
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independent of the choice ofη. However, this constant has to equal zero because,
asη(w) → 0 for all w, the lefthand side also goes to zero. Thus, we have

dλε

dε

∣∣∣∣
ε=0

∫ ∞

0

fw
∂[u′h′]

∂x

x− λ`

λ
dw +

dλε
`

dε

∣∣∣∣
ε=0

∫ ∞

0

fw
∂[u′h′]

∂x
dw = 0.

The same argument also applies to equation (61) and yields

dλε

dε

∣∣∣∣
ε=0

∫ ∞

0

fw
∂[u′h′]

∂x

[
x− λ`

λ

]2

dw +
dλε

`

dε

∣∣∣∣
ε=0

∫ ∞

0

fw
∂[u′h′]

∂x

x− λ`

λ
dw = 0.

This system of two equations with two unknowns has a unique solution, that is

dλε

dε

∣∣∣∣
ε=0

=
dλε

`

dε

∣∣∣∣
ε=0

= 0,

because the determent of the matrix that is formed by the coefficients of the system
of equations is not equal to zero. This completes the proof of the lemma.2

Define

C(w) ≡ xε(w)− λε
`

λε

dλε

dε
.

An application of the integration by parts, using (59) and the assumption that
B(0) = B(∞) = 0, shows

∫ ∞

0

η
d[u + λvx

ε]

dε
dw = −

∫ ∞

0

η[u′h′ − λv]
dxε

dε
dw

=

∫ ∞

0

B(w)
d[u′h′]

dw

[
dxε

dε
− C(w)

]
dw − λε

∫ ∞

0

[u′h′ − λv]
B2(w)

fp

dw

− dλε

dε

∫ ∞

0

η[u′h′ − λv]
xε − λε

`

λε
dw

=

∫ ∞

0

B(w)
d[u′h′]

dw

[
dxε

dε
− C(w)

]
dw − λε

∫ ∞

0

[u′h′ − λv]
B2(w)

fp

dw

+

∫ ∞

0

f ε
wC(w)

∂[u′h′]
∂x

dxε

dε
dw − dλε

dε

∫ ∞

0

f ε
w[u′h′ − λv]

∫ w

`

B

fp

dt dw,

where the last equality is obtained by equation (61).

44



Then, using Lemma A.1, we have

2

∫ ∞

0

η(w)
d[u + λvx

ε]

dε
dw − λw

d2Eε[pw]

dε2
(63)

= 2

∫ ∞

0

d[u′h′]
dw

B(w)

[
dxε

dε
− C(w)

]
dw −

∫ ∞

0

[2λε[u′h′ − λv] + λw]
B2

fp

dw

+ 2

∫ ∞

0

f ε
wC(w)

∂[u′h′]
∂x

dxε

dε
dw − 2

dλε

dε

∫ ∞

0

f ε
w[u′h′ − λv]

∫ w

`

B(t)

fp

dt dw.

For the second order term, because

d2[u + λvx
ε]

dε2
= −∂[u′h′]

∂x

[
dxε

dε

]2

− [u′h′ − λv]
d2xε

dε2
,

therefore,
∫ ∞

0

f ε
w

d2[u + λvx
ε]

dε2
dw = 2

dλε

dε

∫ ∞

0

f ε
w[u′h′ − λv]

∫ w

`

B

fp

dt dw

−
∫ ∞

0

f ε
w

∂[u′h′]
∂x

[
dxε

dε

]2

dw + λε

∫ ∞

0

f ε
w[u′h′ − λv]

∫ w

`

f ′p
f 3

p

B2 dt dw,

where the two terms with the second derivatives ofλε andλε
`, which are indepen-

dent ofw, vanish because of the first-order conditions (16) and (17). Integration
by parts shows the last term of the equation above is

∫ ∞

0

f ε
w[u′h′ − λv]

∫ w

`

f ′p
f 3

p

B2 dt dw = −
∫ ∞

0

f ′p
f 3

p

B2

∫ w

0

f ε
w[u′h′ − λv] dt dw.

Therefore,
∫ ∞

0

f ε
w

d2[u + λvx]

dε2
dw = 2

dλε

dε

∫ ∞

0

f ε
w[u′h′ − λv]

∫ w

`

B

fp

dt dw (64)

−
∫ ∞

0

f ε
w

∂[u′h′]
∂x

[
dxε

dε

]2

dw −
∫ ∞

0

f ′p
f 3

p

B2

∫ w

0

f ε
w[u′h′ − λv] dt dw.

Let

A(w) =
dxε

dε
− C(w).
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Combining (63) and (64) yields

d2U ε

dε2
= −

∫ ∞

0

f ε
w

∂[u′h′]
∂x

[
A2 − C2

]
dw + 2

∫ ∞

0

d[u′h′]
dw

AB dw

−
∫ ∞

0

[2λε[u′h′ − λv] + λw]
B2

fp

dw −
∫ ∞

0

f ′p
f 3

p

B2

∫ w

0

f ε
w[u′h′ − λv] dt dw.

By Lemma B.3,dλε

dε
|ε=0 = 0, henceC(w) ≡ 0 at ε = 0. Moreover, atε = 0

−λ

∫ ∞

0

B2
f ′p
f 3

p

∫ w

0

f ε
w[u′h′ − λv] dt dw =

∫ ∞

0

f ′p
f 2

p

d[u + (λv − λw/λ)x]

dw
B2 dw,

where we have used equation (20), and

−
∫ ∞

0

[2λ[u′h′ − λv] + λw]
1

fp

B2(w) dw

= −
∫ ∞

0

f ′p
f 2

p

d[u + (λv − λw/λ)x]

dw
B2(w) dw

−
∫ ∞

0

[
u′′[α− h′x′]2 − u′h′′[x′]2 + u′α′′

] λ

x′′fp

B2(w) dw,

where we have used (21) or (23). Combining these results yields

d2U ε

dε2

∣∣∣∣
ε=0

= −
∫ ∞

0

[
fw

∂[u′h′]
∂x

A2(w) + 2
d[u′h′]

dw
A(w)B(w) (65)

− [
u′′[α′ − h′x′]2 − u′h′′[x′]2 + u′α′′

] 1

fw

B2(w)

]
dw,

where we have used the fact thatfw = −fpx
′′/λ. This second derivative is neg-

ative if the integrand is always positive. Asfw > 0, this is true for the following
reasons. First

∂[u′h′]
∂x

= −u′′[h′]2 + u′h′′ > 0

is true becauseu is concave andh is convex. Secondly, becauseu(α(w) − h(x))
is concave in(w, x), we have

−∂[u′h′]
∂x

∂[u′α′]
∂w

− [α′u′′h′]2 > 0,
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which implies

−u′α′′
∂[u′h′]

∂x
> [α′]2u′u′′h′′.

This inequality shows that

− [
u′′[α′ − h′x′]2 − u′h′′[x′]2 + u′α′′

] ∂[u′h′]
∂x

> − [
α′[α′ − 2h′x′]u′′ +

[
u′′[h′]2 − u′h′′

]
[x′]2

] ∂[u′h′]
∂x

+ [α′]2u′u′′h′′

= [α′u′′h′]2 + 2α′h′x′u′′
∂[u′h′]

∂x
+

[
∂[u′h′]

∂x

]2

[x′]2

=

[
α′u′′h′ +

∂[u′h′]
∂x

x′
]2

> 0.

This shows that the coefficient ofB2 in equation (65) is positive and further im-
plies,

[
d[u′h′]

dw

]2

+
∂[u′h′]

∂x

[
u′′[α′ − h′x′]2 − u′h′′[x′]2 + u′α′′

]

< [u′′[α′ − h′x′]h′ + u′h′′x′]2 −
[
α′u′′h′ +

∂[u′h′]
∂x

x′
]2

=

[
α′u′′h′ +

∂[u′h′]
∂x

x′
]2

−
[
α′u′′h′ +

∂[u′h′]
∂x

x′
]2

= 0.

These facts imply that the second derivative ofU ε as defined in equation (65) is
negative. This shows that the solutions which satisfy the the first-order condition
is local maximum.

Proof of Theorem 1

This is the direct implication of Propositions 1-5 and the fact that the differential-
integral equation (18) is equivalent to the set of equations (20) and (23).

Proof of Theorem 2

First note thatx(w) = v(y(w)) contains a linear segment if a pay scheduley
contains an option-like structure or is nondecreasing. Thus, to examine whether
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the optimal pay schedule contains an option-like structure is to check whether
there exists a region ofw such thatfw(w) ≡ 0 on this region. However, as
shown in the proof of Proposition 5, the necessary condition (19) forλf ≡ 0 is
always satisfied whenu(α(w) − h(x(w)) is strictly concave in(w, x). This and
smoothness ofα(w) imply that fw(w) = 0 can only occur on a zero measure
set. Therefore, the optimal pay contains no option-lie features for this case. The
monotonicity of the pay schedule follows by the observation that a decreasing part
of the optimal pay schedule can only occur on{w|λf (w) > 0}.

Proof of Lemma 6

Let F (w, y) is the joint cumulative distribution function for givenw(ω) ∈ A and
y(ω), we then have

∫

Ω

u(α(w(ω))− y(ω)) P (dω) =

∫
u(α(w)− y) dF (w, y)

=

∫
dFw(w)

∫
u(α(w)− y) dF (w, y|w)

≤
∫

u(α(w))− E[y|w]) dFw(w),

the last inequality is due to Jensen’s inequality and becomes equality if

y(ω) = y(w) for all ω ∈ {ω′|(w(ω′) = w}.

This means the optimal pay takes the form ofy(w).

Proof of Proposition 6

Becausex or (y(w)) is a free choice function, the maximization problem is quite
straightforward. It is similar to the case of agent’s problem for thefw. The second
order is automatically satisfied by the budget constraint. And for the case ofx, the
second order is due to that fact thatu(α(w)− h(x)) is a concave function ofx for
any fixedw. We skip the details of the calculations.
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