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Abstract

We examine the existence and the forms of the magnet effect using the limit order book and transaction files of the Korea Stock Exchange. We delineate the process of the magnet effect from multiple dimensions: rate of return, trading volume, volatility, order flow, and order types. We conclude that a significant magnet effect exists in all dimensions. Investors place increasingly more orders, choose more market orders and frequently reposition quotes to advance transactions prior to the limit hits. As a result, prices accelerate to the limit prices and price volatility rises as well. In addition, strong evidence is presented to illustrate that: (i) a narrower price limit band features higher acceleration rates in all dimensions of the magnet effect than a wider price limit band; and (ii) the upper limit hits draw heavier transactions and have longer persistence of the magnet effect than the lower limit hits. Lastly, we do not find similar acceleration trajectories on large price movement days in the NYSE, confirming that the magnet effect is a phenomenon unique to the markets with daily price limit systems. 
JEL Classification: G14; G15; G18
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The first studies on price limits date back to the early 1970s on the futures markets. Starting from its initiation, a price limit is imposed as a means to curb excessive price movement and prices being carried too far away.
 Recently price limits have been implemented in many markets around the world, i.e. a majority of the Asian and European stock markets. The implications of price limits on market liquidity, volatility and price discovery processes have drawn tremendous attention from market participants, regulators, and scholars.
In practice, exchanges have undergone repeated adjustments in price limit rules. For example, the Taiwan Stock Exchange used eleven different price limits since 1962 with its most recent change fro Taiwan Stock Exchange m 3.5% to 7%; the Stock Exchange of Thailand raised the price limit from 10% to 30% at the end of 1997; the Korea Stock Exchange (KSE) raised it from 4.6% to 15% in four steps from 1995 to 1999 and its most recent change was implemented on December 7, 1998 from 12% to 15%. 
In academic research, no definitive conclusions have been drawn on the merits and disbenefits of price limits in either theoretical or empirical studies. Brennan (1986) rationalizes the existence of price limits in the futures market as a partial substitute for margin requirements to ensure contract performance. Kodres and O’brien (1994) also provide a rationale for the existence of price limits and state that judiciously chosen price limits can be ex-ante Pareto superior to unconstrained trade when price fluctuations are driven by news about fundamentals. Even though the notion of price limits calming down the market is appealing, little evidence has been found to support it. Ma et al. (1989) report that volatility subsides after limit hits; the price limit cools off the market; and the overreaction is corrected after the limit hits. The opponents of price limits provide far more ample evidence. Fama (1989) states that when the price discovery process is interfered with, there is uncertainty with regard to the equilibrium price, which might actually increase market volatility. The above statements are supported by Lehmann (1989), Kuhn et al. (1991), Chen (1993), Lee et al. (1994), Anshuman and Subrahmanyam (1999), Kim (2001), Kim and Rhee (1997), and Chan et al. (2005). They generally agree that price limits delay information dissemination, do not mitigate volatility and impose costs on both informed and uninformed investors.
Most early studies on price limits are limited to the analyses of daily price movement and the primary focus is on the post-hit period, which leaves one important aspect of price limits largely unexplored.  Specifically, the magnet effect or the gravitational effect remains under-researched. Hence, the discussions of the magnet effect in earlier studies are mostly conjectural. Miller (1991) argues that price limits could be self-fulfilling if traders rush to avoid being locked into their positions when prices approach the range of the trigger point. Greenwald and Stein (1991) note that the magnet effect makes circuit breakers vulnerable to criticism in that the very existence of a circuit breaker might somehow cause large declines to feed on themselves and cause the market to crash. Gerety and Mulherin (1992) also point out that the possibility of a trading halt after a price change of a given percent would make investors generally skittish and prone to leave the market more quickly than if a circuit breaker did not exist. Subrahmanyam (1994) offers specific predictions of the magnet effect from his inter-temporal model of circuit breakers. He proposes that price variability, market liquidity and trading volume increase and the probability of the price crossing either circuit breaker bound increases in the period before the limit hit because of suboptimal order submissions. 
The implications of price limits may also be relevant to the literature on market closure because the trigger of price limit interrupts continuous trading. Slezak (1994) uses a multi-period model on market closure and predicts that market closures increase pre-closure trading volume because closures will delay the resolution of information uncertainty and impose more risk on both informed and uninformed traders. This idea is also reflected in Subrahmanyam (1995), in which he notes that discretionary closures can bring more information into the closure decision and so may be less susceptible than rule-based halts. 
Theoretical studies on circuit breakers and price limits support the existence of the magnet effect but existing empirical evidence is mixed. Studies on financial derivatives markets tend to report that no magnet effect exists.  Kuserk et al. (1989) examine the price behavior on limit hit days for Treasury bond and commodity futures contracts but do not find evidence in support of the magnet effect. Arak and Cook (1997) examine price behavior in the U.S. Treasury bond futures market in the mornings after large overnight price moves. They conclude that a price reversal after the market open signals calming effects instead of the magnet effect as prices move to the limit. Berkman and Steenbeek (1998) investigate price, relative trading volume and volatility prior to the limit hits using Nikkei 225 futures contracts traded in the Osaka Securities Exchange (OSE)and the Singapore International Monetary Exchange (SIMEX) which is now a part of the Singapore Exchange. They attribute to strong arbitrage links between the OSE and the SIMEX for the lack of the magnet effect. 
Several studies on stock markets, however, provide supportive evidence of the magnet effect.  Cho et al. (2003) use high frequency data from the Taiwan Stock Exchange and document a significant tendency for stock prices to accelerate toward the upper bound and weak evidence of acceleration toward the lower bound. Chan et al. (2005) find that price limits themselves could cause order imbalances prior to the limit hits using transaction data from the Kuala Lumpur Stock Exchange. Chen (1997) reports that price limits provide a signal for investors to rush in to unload their holdings using the Taiwan Stock Exchange data.   
There are three weaknesses in the earlier research. First, results drawn from the futures markets are not valid references to the stock markets because the futures markets have different structures from the stock markets and there are far fewer futures contracts than listed companies on the stock markets.  Second, the intraday nature of the magnet effect demands the use of transaction data, which has become available only recently. Earlier studies have not fully explored the intraday processes of the magnet effect. Third, earlier studies on the magnet effect focus primarily on the rate of return, leaving out other important dimensions that investors are concerned with, e.g., trading volume, order flow, quote positions, order types, etc. We believe none of these dimensions alone can unfold the dynamic process of the magnet effect. For example, if the rising rate of return is not associated with elevated trading volume, the magnet effect should be considered very minimal because only a small amount of transactions respond to the price limit. If investors actively respond to the proximity of price limit, we would expect to observe that investors put their orders in better positions to advance transactions, which has not been demonstrated in earlier studies.
The main objective of our paper is to delineate the intraday dynamic process of the magnet effect. Our contributions to the current literature are four-fold. First, we apply a multi-dimensional approach to investigate the magnet effect, i.e. the rate of return, trading volume, volatility, order flow and order types. Second, we introduce two forms of the magnet effect, the strong form and the weak form. Earlier studies have projected the accelerated transactions prior to the limit hits but do not specify the function of this process, which could take the form of linearity, convexity, concavity or even a higher power. In our paper, we use a quadratic function to capture the acceleration feature of the magnet effect. The strong form of the magnet effect is illustrated by a convex path with the variables proxying five dimensions increase at an increasing rate, while the weak form of the magnet effect is demonstrated by a linear or concave path.  Third, we address the magnet effect from three perspectives: magnitude, persistence and acceleration rate that collectively pinpoint the magnet effect.  This anatomy of the magnet effect has not been explored by the past studies. Fourth, we compare the magnet effect between two price limit regimes and between upper and lower limit hits from all three perspectives. To the best of our knowledge, it is the first evidence on this comparison.  Lastly, we demonstrate that the magnet effect does not exist in the New York Stock Exchange (NYSE) market where no price limit system is in place.  
The remainder of the paper is organized as follows. Section I presents institutional background and summary statistics. Section II presents research methodology and empirical evidence. We conclude that there is strong evidence of the magnet effect from all dimensions, i.e. rate of return, trading volume, volatility, order flow and order types. We also conclude that a narrower price limit features higher acceleration rates than a wider price limit and upper limits have drawn heavier transactions and have slightly longer persistence than lower limits hits. Section III presents robustness analyses. We use three month transaction data from NYSE and find that there is no accelerated trading prior to large price movements, supporting that the magnet effect exists in a market with price limit rules. The comparisons with firm and time-of-the-day matched groups in the KSE also support the magnet effect. Section IV concludes the paper. 
I. Institutional Background and Summary Statistics
1. Institutional Background

The KSE is one of the most actively traded stock exchanges. In the year of 2004, its average monthly shares turnover is 3,300% compared with that of 100% on the NYSE and its monthly turnover ratio is 1200%. The average market capitalization is $362 billion and its average daily trading volume is 375 million shares in the year 2004. There are 678 listed companies and 842 listed issues on the KSE by the end of 2004.  
The KSE opens from Monday to Friday and currently has four trading sessions: pre-hour session 7:30-8:30 A.M., morning session 9:00 A.M.-12:00 Noon, afternoon session 1:00-3:00 P.M. and after-hour session 3:10-4:00 P.M.
  Similar to most Asian stock markets, the KSE is a typical order-driven market, where buy and sell orders compete for the best price. Orders are accepted and accumulated an hour before the morning session opening auction. This call market mechanism is also applied to the afternoon session open and the market close. The closing price is determined by a single auction at 3:00 P.M. from the orders accumulated between 2:50 and 3:00 P.M. During other time periods of morning and afternoon sessions, orders are continuously matched to satisfy both parties in terms of price and time priority. The pre-hour and after-hour are specially designed to facilitate basket trading where paired buy and sell orders are executed at negotiated prices. 
The KSE fully automated its securities trading on September 1, 1997. It runs an order routing system and the KSE Automated Trading System (KATS). The order routing system receives order inputs through system terminals at member firms’ offices and then transmit them to the KATS. The KATS executes orders, transmits information on the transaction to the order routing system and produces the information necessary for clearing and settlement. 
To avoid excessive price fluctuations and maintain an orderly market, the KSE currently sets the daily price limit at 15%, which rules that stock prices can not move beyond 15% above or below from the previous day’s closing price. The last alteration on price limits was on December 7, 1998 when the price limit was raised from 12% to 15%, which is the event day in our study.  On the same day, the KSE eliminated Saturday trading and extended its morning session by one hour, from 9:30-11:30 A.M. to 9:00 A.M.-12:00 Nnoon. 
2. Summary Statistics
We use real-time transaction data and the limit order book of the KSE from September 1, 1998 to March 31, 1999. Our study period is divided into two regimes, the pre-regime, September 1, 1998 - December 6, 1998, and the post regime, December 8, 1998 - March 31, 1999. We select the stocks that had average daily transactions above 100 and traded on each of the 153 trading days in our study period.
 In total, our sample contains 385 stocks, totaling $38.9 billion in capitalization and the average firm size is $101 million as of September 1, 1998. Our sample stocks are from 39 out of the 41 industries in the KSE and include 220 small firms, 77 medium-sized firms and 88 large firms based on the rule set up by the KSE.
 
The daily price limit literally sets the boundaries of allowable prices, +12% in the pre- regime and + 15% in the post-regime from the previous day’s closing price. But prices do not need to reach the actual limit price to effectively trigger the limit due to the existence of tick sizes.
 For example, if stock A closes at 4900 won on day T and the ruling price limit is 15%, day T+1’s allowable price range will be (4165, 5635). When the stock price reaches 5630 won, it can not move any further because the minimum price movement is 10 won. As a result, at the price of 5630, stock A effectively triggers its price limit. In our paper, we identify price limit hits as the days that prices reach within one tick size away from the allowable maximum or minimum prices.
An upper limit hit is identified when Hk,t ( (1+ LIMIT)Ck,t-1 - TICKk,t, where Hk,t is the stock k’s highest price on day t, Ck,t-1 is the stock k’s closing price on day t-1, LIMIT is the prevailing price limit and TICKk,t is the tick size for the stock k at price Hk,t. A lower limit hit is identified when Lk,t ( (1-LIMIT)Ck,t-1 + TICKk,t, where Lk,t is the lowest price on day t. Based on the direction of limit hits and the regime they belong to, we classify our sample of limit hits into four groups.
 They are the pre-up, the pre-down, the post-up and the post-down groups with the first part representing the regime and the second part representing the direction. The summary statistics of limit hits are presented in Table I.
[Insert Table I]

Table I, Panel A, presents limit hit counts in various categories. We identify 1449 upper limit hits in the pre-regime, 300 lower limit hits in the pre-regime, 1219 upper limit hits in the post-regime and 492 lower limit hits in the post-regime. The fact that there are considerably more upper limit hits than lower limit hits is consistent with the market’s upward trend. The KOSPI has doubled in our study period and it went up 66% in the pre-regime and another 20% in the post-regime.
  The average daily limit hits are 18.1 for the pre-up group, 16.5 for the post-up group and it is 3.7 and 6.6 for the pre-down group and post-down group respectively. Items (3) reports that about 60% of the upper limit hits take place in the morning session and close to 50% lower limit hits occur at market open. We also observe there is spike of limit hits at market open, which is 17% for the pre-up group, 12% for the post-up group and 14% for the pre-down group and 18% for the post-down group.  A high concentration of limit hits at the market open aligns with the belief that market open features higher volatility and heavier transactions as a result of overnight non-trading. Figure 1 exhibits the intraday distribution of limit hits.
 
[Insert Figure 1]
Item (6) reports the probability of locked limit hits. We find that that about 65% of the upper hits and 50% of the lower hits close at the limit prices. Item (7) and (8) present the percentage of price continuation and reversal out of the locked limit hit days. If a stock closes at the upper/lower limit and opens at an even higher/lower price on the next non-hit day, it is defined as a price continuation. Similarly, if a stock closes at the upper/lower limit and opens at a lower/higher price on the next non-hit day, it is defined as a reversal. We observe that a very high proportion of locked limit hits are followed by price continuation for all four groups, about 80% for the upper limit hits and 60% for the lower limit hits. A high likelihood of price continuation is consistent with the delayed price discovery hypothesis documented in Kim and Rhee (1997), Kim and Sweeney (2002). If the price discovery process is interrupted before prices reach the equilibrium, it will resume this process when the market reopens, thus continuing the earlier price trend. 

There is also evidence that lower limit hits are less likely to close at the limit prices and again less likely to be followed by price continuations than the upper limit hits. The asymmetry between upper and lower hits is in line with the over-optimistic hypothesis. Behavioral studies have suggested that people tend to be optimistic and overreact to good news.
 De bondt and Thaler (1990) and Butler and Lang (1991) provide evidence that analysts give out systematically overly optimistic forecasts on security prices and earnings. Driven by the over optimistic sentiment, it is plausible that investors chase upward trends more persistently and strongly than under declining trends.
Panel B of Table I provides the statistics on hit duration, the frequency of intraday hits and the limit hits by individual stocks. Most stocks trigger price limits repeatedly within one event day; the prices hit the limit, drift away and then hit the limit again. In our paper, we only count the first time prices hit the limit as an observation of a limit hit. Hit duration is measured from the moment of the first hit to the moment of the last hit on a given limit hit day. The average hit duration varies from 50 minutes for the pre-down group to 93 minutes for the post-down group, slightly higher than the values in Cho et al. (2003). The maximum number of limit hit days by one particular stock varies from 21 of the pre-up group to 7 of the pre-down group. 
II.   Empirical Evidence
In this section, we assess the magnet effect from the following five dimensions: Rate of return, trading volume, volatility, order flow and order types. Our study window is the half hour period prior to the limit hits. The reason we choose the period immediately before the limit hits is that we believe the magnet effect is most likely to take effect when prices have reached a certain percentage of the allowable price movement and the limit hit becomes imminent. There is no widely agreed threshold of the magnet effect but we believe half hour is long enough to capture the dynamic process of the magnet effect and short enough to remain focused. Chordia et al. (2002) suggest that the adjustment to the weak form market efficiency is not instantaneous and by thirty minutes, it is well under way. Therefore, we conjecture that half hour is sufficient to detect the abnormal behavior in the market if there is any. Earlier studies also suggest that concentrated trading took place within thirty minutes or less prior to the limit hits. Goldstein and Kavajecz (2004) find that investors change their trading behavior during the nine minutes before the market breakdown on October 27-28, 1997. 
We further divide the half hour period into ten three-minute intervals, denoted by Interval 1- Interval 10 from the furthest to the closest distance to the moment of the limit hit. We measure all the interested variables in three-minute intervals and standardize the raw value by the mean and the standard deviation of the non-limit-hit days in each regime. The reason of the standardization is that it minimizes the impact from intraday trading pattern, such as the U-shaped volatility and volume pattern.
 
If investors react to the proximity of price limit by jumping to the bandwagon, as suggested by the magnet effect, we would expect to observe abnormally heavy transactions during our study period. We use the standardized market variables are the magnitude proxies of the magnet effect. In addition, we would expect to observe an accelerated trading path when prices approach the limits. To detect the trajectory of the magnet effect, we apply a quadratic function to all the variables. The generic base model is as follows.
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where the dependent variables are the market variables that we will examine in the following sessions, i.e. the rate of return, trading volume etc. It is measured for stock k on day t at interval i. INT takes the value of 1 to 10 dependent on the interval the observation belongs to, and SQINT is the square of INT. The variable we are most interested in is SQINT. Its coefficient ( represents the acceleration rate of the market variables. A positive and significant ( implies that the transactions not only rise but also rise at an increasing speed, supporting the strong form the magnet effect. Besides the acceleration rate, the quadratic model also pinpoints the turning point of an upward trend, i.e. the lowest point of a convex curve. We define the persistence of magnet effect as the period from this moment onward to the moment of limit hits, stated in the number of minutes. 

To conduct comparative analyses, we introduce dummy variables to the base model. For simplicity, we apply the following model to the upper limit hit groups and lower limit hit groups separately.
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where dependent variables are those variables (rates of return, trading volume, volatility, order flow and order types ) proxying five dimensions, Dummy1 takes the value of unity if it belongs to the pre-regime and 0 otherwise. Dummy2 takes the value of unity if it belongs to the post-regime and 0 otherwise. We conduct pre and post-regime comparison by comparing (1 and (2 in the same equation for the upper and lower limit hits respectively. The comparisons between upper and lower limit hits are conducted within the same regime. 
1. Rates of Return 
In this session, we examine the progression of rates of return prior to the limit hits. To link the rate of return to the magnet effect, which uses the previous day’s closing price as the benchmark, we introduce another variable, the distance to the limit, DTL for this purpose. At any given price, DTL is the percentage distance to the price limit. And the change of DTL, (DTL, during a fixed time period fathoms the speed of approaching the price limit.
 Evidently (DTL and the rate of return in the same time period are highly correlated, with a correlation of 0.9 in our sample. The computations are as follows.

Upper Limit Hits: 
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Lower Limit Hits:  
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where Pk,t,i  is the last transaction price at interval i for stock k on day t; CPk,t-1 is the closing price for stock k on day t-1; ST(DTLk,t,i is the standardized (DTL during interval i for stock k on day t after the adjustment of the mean, M(DTLk,i and the standard deviation, SDk,i for stock k at interval I; MST(DTLi is the mean standardized (DTL at interval i averaged across all the limit hits in each group.

Earlier studies have predicted that investors will rush in to the bandwagon when they observe that price limit is approached, see Gerety and Mulherin (1992), Subrahmanyam (1994) and Cho et al. (2003). With the magnet effect prevailing, we expect to observe that prices will close their gap to the limit prices frenetically. Table II represents the progression of (DTL during the half hour pre-hit period. 
 [Insert Table II]

Panel A in Table II reports mean (DTL in each interval for the four groups. The standardized (DTL is the difference in the speed of approaching limit prices between the limit hit days and non-hit days, stated in terms of standard deviation. All the values are significantly positive, which indicates that prices move faster on limit hit days than on non-hit days. We also observe that (DTL tapers off as we move away from the limit hit moment, from Interval 10 to Interval 1. Also, Interval 10 always features the largest movement in prices for all groups. Interval 10 of the pre-down group features the largest (DTL of 2.96, followed by 2.67 of the post- down group, 2.46 of the pre-up group and 2.12 of the post-up group. 
We use equation (2) to model price progression and the results are reported in Panel B, Table II.  We observe that the coefficients of SQINT are significantly positive for all four groups, supporting the strong form of the magnet effect. The pre- down group has the highest acceleration rate of 0.069, followed by 0.048 of the pre-up group, 0.040 of the post-down group and 0.032 of the post-up group.
 We thus conclude that the pre-regime has higher acceleration rate than the post-regime and the lower limit hits have a higher acceleration rate than the upper limit hits in the same regime. 

As described earlier, the quadratic function defines the turning point of a convex curve. We define the persistence of magnet effect as the period from the lowest point on the convex curve to the moment of limit hits. The computation of persistence is: (10-(/2()*3, where ( and ( are the coefficients of INT, SQINT respectively. We conclude that the average persistence is about twenty minutes and lower limit hits have slightly shorter persistence than the upper limit hits. We also use Wilcoxon signed rank test to compare the mean return equality between consecutive intervals in each limit hit group and the same relationship holds. 
In summary, we conclude that prices accelerate to both the upper and lower limits in two regimes and our results strongly support the magnet effect. In addition, we observe that the pre-regime features more intensive acceleration in the rate of return than the post-regime and the upper limit hits feature a relatively longer lived and less intensive acceleration pattern than that of the lower limit hits. The differences between two regimes are consistent with our intuition. A narrower price limit during the pre regimes gives investors less room for continuous trading and implies a higher likelihood of crossing the price limit. Therefore, the non-execution cost becomes more prominent and investors respond to the limit more frenetically than during a wider price limit regime. 
The differences between upper and lower limit hits can be explained by investors’ over optimistic sentiments. If investors believe that an upward trend will persist, liquidity traders will hurry to fulfill their needs in anticipation of a limit hit and speculators will jump onto the bandwagon upfront with the expectation of realizing their profits at higher prices. However, when prices are going down, investors tend to believe it is transitory. Liquidity traders wait until the last chance of execution and speculators will defer locking in their losses as long as possible. As a result, investors jump onto an upward trend at an earlier stage and characterize a relatively mild acceleration pattern and investors respond to a downward trend at a later stage but in a more concentrated fashion, especially during the last three to six minutes prior to the limit hits.
2. Trading Volume

High rate of return could well be caused by some unusual but sporadic transactions without real impact on the cohort of investors if the magnet effect presented above is not associated with heavy transactions. It is important to investigate market liquidity prior to the limit hits and we report the results of trading volume in this session.

Theoretical studies on the magnet effect have predicted heavier trading prior to the limit hits. Subrahmanyam (1994) states that investors may suboptimally advance trades to assure their ability to trade.  According to Gerety and Mulherin (1992), skittish investors overreact and leave the market in anticipation of the market close. Slezak (1994) also projects higher pre-closure trading volume in anticipation of a long period of non-execution. But little empirical evidence has been presented on intraday liquidity prior to the limit hits. Lee et al. (1994) and Kim and Rhee (1997) document higher trading activities on the days subsequent to trading halts and limit hits but the lack of transaction data restricts their study to a daily basis. Chen (1997) documents a higher trading volume during the half hour pre-hit period, but he only examines 60 stocks on the Taiwan Stock Exchange and does not control for the time of day effects either. 

We measure trading share volume in each of the ten 3-minute intervals prior to the limit hits and standardize the raw value with its mean and standard deviation for the same stock during the same time interval across our sample period.  The statistical results for trading volume are reported in Table III.

[Insert Table III]


Panel A of Table III summarizes the average trading volume during each of the ten 3-minute intervals for four limit hit groups.  The pre-hit period transactions are significantly higher than those on non-hit days and as prices approach limit prices, trading volume rises.  By comparing the trading volume of the same interval between upper and lower limit hit groups, we observe that upper limit hits feature higher trading volume than the lower limit hits. For example, trading volume in interval 10 of the pre-up group is 5.31, compared with 4.28 for the pre-down group in the same interval, which is 2.68 and 1.47 in interval 9 for the pre-up and the pre-down group respectively. The same trend holds for all other intervals as well. 


Panel B reports the regression results from equation (2) for the upper limit hits and the lower limit hits. There are significant acceleration patterns for all four limit hit groups in that the coefficients of SQINT are positive and significant. It supports the magnet effect and indicates that more and more trades are drawn to the market as prices approach the limit. Next we compare the acceleration rates between the two regimes. We observe that (1 is larger than (2 in both the upper limit hits and the lower limit hits regressions. It is consistent with our earlier findings that a narrower price limit causes more frenetic transactions in the proximity of price limits as a result of a high likelihood of crossing the boundaries. There is no significant difference between upper and lower limit hits in terms of the acceleration rate. In addition, we also observe slightly longer persistence for the upper limit hits than the lower limit hits.
In summary, a strong form magnet effect is exhibited for all four groups in terms of trading volume. Investors respond to the price limit by placing more orders and fulfill heavier transactions in anticipation of a price limit hit. Upper limit hits feature heavier transactions and longer persistence than the lower limit hits and the range of price limit has significant impact on the acceleration rates. Besides over-optimistic sentiment hypothesis, the lack of short sale infrastructure in the KSE might also contribute to heavier transactions and longer persistence during the pre-hit period of upper limit hits. Investors can always place more buy orders and materialize their positive expectations, but the high costs associated with short sales curb the realization of negative expectations.
 As a result, few transactions will take place prior to the lower limit hits.
3. Volatility

Volatility is a key attribute of the magnet effect because cooling off the market is stated as the primary purpose of a price limit. Earlier studies on volatility focus on the days after limit hits or trading halts and are also limited to a daily time frame. Lee et al. (1994) and Corwin and Lipson (2000) state that volatility increases significantly subsequent to trading halts. Kim and Rhee (1997) conclude that the price limit causes higher volatility levels on days subsequent to price limit hits and there is no significant difference between limit hit days and non-hit days during the pre-hit days. Kim (2001) examines the relationship between price limits and market volatility using the Taiwan Stock Exchange data and finds that narrower price limits do not usually lead to lower volatility. Chen (1993) compares different price limit regimes on the Taiwan Stock Exchange and does not support cooling off effects either. 

Empirical evidence on intraday volatility has not been documented much, especially during the pre-hit period when the magnet effect is expected to occur. Cho et al. (2003) provides the only empirical evidence on intraday volatility using a GARCH model on five minute return series. They conclude that volatility increases as the price gets closer to the limits, which increases the probability of reaching the price limits.  If the magnet effect does occur, we expect to observe higher price variability and thus higher volatility prior to the limit hits, as suggested by Gerety and Mulherin (1992) and Subrahmanyam (1994).  We use two intraday volatility measures, high-low price difference and the number of quote revisions, each standardized by its mean and standard deviation. The two measurements capture different aspects of volatility. High-low price difference captures extreme prices. Quote revision measures the number of changes in either bid or ask prices, which is an indicator of how aggressive investors position their orders. If investors are nervous about the possibility of non-execution, they are likely to adjust their positions repeatedly to assure execution.  The summary statistics of volatility and the regression results are listed in Table IV.
[Insert Table IV]

Panel A of Table IV reports the mean volatility of the ten intervals prior to the limit hits. All volatility measurements are positive and significant except the quote revision at interval 1 of the post-down group. Positive high low difference indicates that the pre-hit period has a wider price drift than those on non-hit days. Positive quote revisions imply that investors adjust quote prices more frequently during the pre-hit period than on non-hit days.  There is a generally rising pattern as prices approach the limit price. By comparing volatility measures in each interval among groups, we conclude that the pre-regime features higher quote revisions than the post-regime and upper limit hits have higher quote revisions than the lower limit hits. The comparisons of high low price difference are not significant.
Panel B report the regression results of equation (2) on high low price difference and quote revisions for upper and lower limit hits, respectively. The coefficients of SQINT are positive and significant for all group-measurement combinations except for the post-down group on quote revisions. Positive coefficients of SQINT support the strong form magnet effect in that volatility rises and accelerates when approaching the limit prices. Next we make the comparisons between the two regimes. We conclude that the pre-regime has a significantly higher acceleration rate than the post-regime in both volatility measurements. For example, the acceleration rate of quote revision for the pre-up group is 0.022 and it is 0.012 for the post-up group; the acceleration rate of HILOW for the pre-down group is 0.061, relative to 0.031 for the post-down group.  The comparisons on persistence are mixed. Upper limit hits show shorter persistence in HILOW but longer persistence in quote revisions.

We conclude, in summary, that the volatility demonstrates a strong form magnet effect prior to the limit hits. The pre-regime always shows a higher acceleration rate in both volatility measurements than the post-regime, consistent with our earlier findings on the rate of return and trading volume. Upper limit hits have higher levels of volatility than the lower limit hits, particularly on quote revisions. The average persistence is also about twenty minutes and the comparisons are mixed conditional on volatility measurements. 
4. Order Flow 
In the earlier sessions, we have shown that there exists a strong form magnet effect in all three dimensions. Next we examine the limit order book to differentiate the drivers of price limits. The KSE provided us the limit order book that records rich information on all of the submitted orders. We begin by analyzing regular and revised orders during the pre-hit period. 
Regular submissions provide direct evidence on investors’ eagerness to trade. Earlier theories have predicted that investors will sub-optimally submit orders to avoid the non-execution period. Therefore, we expect to observe abnormally high regular submissions during the pre-hit period. In the KSE, only limit orders can be revised later but only at a better position, which means limit buy orders have to be revised to a higher price and limit sell orders have to be adjusted to a lower price. By examining revised orders, we are able to detect whether investors respond to the price limit and how they advance orders. The results on order submissions are reported in Table V.





[Insert Table V]

We start with both the buy and the sell side of the market during the pre-hit period and find that the driving force of limit hits demonstrates the most significant acceleration pattern, which is the buy side for upper limit hits and the sell side for lower limit hits. To stay focused, we will only report the results from the driving side of the market. 
Panel A of Table V reports regular buy orders, revised buy orders, regular buy order ratio and revised buy order ratio for the upper limit hits. Panel B of Table V presents the results of regular sell orders, revised sell orders, regular buy order ratio and revised buy order ratio for the lower limit hits.  There are significantly more buy orders prior to upper limit hits than on non-hit days. In addition, both the buy orders and sell orders rise above the mean but buy orders rise proportionally more than the sell orders in that the ratio of regular buy orders out of the sum of buy and sell orders are also higher than on non-hit days. Similarly, sell orders are at an abnormally high level prior to the lower limit hits and there is no significant change on the buy side. 
We observe significantly more revised buy orders prior to the upper limit hits and more revised sell orders during the pre-hit period, especially in the last few intervals.  The opposite side of the market in fact shows a small decline in order revisions in that we observe positive revised buy order ratios prior to upper limit hits and negative revised buy order ratios prior to lower limit hits.

Panel C of Table V lists the regression results of equation (2) on the standardized share volume of regular and revised orders. The coefficients of SQINT are all significant and positive. It implies that investors accelerate their order submission prior to the limit hits and also keep revising their existing orders to better positions in order to advance their executions. We conclude that there exists a strong form magnet effect in terms of order flow on the side of the market that drives the limit hits. Investors advance execution by placing more buy orders and repositioning their stale buy orders when an upper limit hit is imminent; likewise, investors accelerate their sell orders and reposition stale sell orders to jump onto the bandwagon before a lower limit hit is triggered.


Next, we compare the acceleration rate between the two regimes. The pre-regime shows higher acceleration rate in regular orders. For example, regular buy orders for the pre-up group accelerate at 0.038 and it is 0.025 for the post-up group. The acceleration rate of revised sell orders for the pre-down group is 0.038 and it is 0.015 for the post-down group. The differences between revised orders are not significant.  Upper and lower limit hits do not show significant differences in the acceleration rates but we observe that the upper limit hits features significantly heavier order submissions and order revisions than the lower limit hits. In addition, the upper limit hits have slightly longer persistence than the lower limit hits, again about twenty minutes, consistent with our earlier findings.  
In summary, we conclude that there is strong evidence of the magnet effect on order flow, especially from the side of the market that ultimately drives the limit hits. It indicates that investors respond to the imminence of the price limit by placing more orders and repositioning their stale orders to more competitive positions. We also find that the price limit range has a significant impact on the acceleration rate of order flow. A narrower price limit features a higher acceleration rate, and the direction of the limit hits plays a significant role in the quantity of order submissions and revisions. Upper limits have drawn heavier regular orders and revised orders than lower limits. These results are consistent with our earlier findings on trading volume.
5.  
Order Types
Order type is an important venue where investors have the discretion to advance their transactions. In the KSE, investors can place three types of orders: market orders, limit orders or limit-or-market-on-close-orders. Market and limit orders consists of above 95% of the overall orders; therefore we focus on the choice between limit and market orders during the pre-hit period. 
The choice between limit and market orders is contingent on the costs and benefits associated with the order types. Greenwald and Stein (1991) identify two drawbacks of limit orders. First, limit orders carry a risk of non-execution. Therefore limit orders are likely to be avoided by traders with a high demand for immediacy and also by those with valuable but perishable inside information. Second, limit orders are subject to the adverse selection problem. Limit orders leave traders exposed to innovations in fundamentals that could occur between the time an order is placed and the time it is executed. As a result, limit orders are relatively attractive when the variance of fundamentals is low.  Bae et al. (2003) provide another evidence of the impact of non-execution on the order type choice. They state that the proportion of limit orders monotonically decreases throughout the trading day because traders are less likely to submit limit orders when there is little time left until the market closes.  A similar point is made by Goldstein and Kavajecz (2004) in their study of the circuit breaker on the two-day period of October 27, 28, 1997 on the NYSE. They note that the extreme uncertainty concerning the ability to trade continuously causes market participants to alter their behavior in that sellers use more market orders and less limit orders during the nine minutes before the trading halt.


Price limits share similar characteristics with the circuit breaker and the market closure in that it practically closes continuous trading and orders outside the price limit become invalid. The non-execution cost becomes more and more prominent as prices approach the limit price. And there is no reason to believe that adverse selection has deteriorated during the half hour pre-hit period. Therefore, we hypothesize that investors will use more and more market orders as prices approach the limit to avoid the non-execution costs. We again focus on the side of the market that ultimately drives the limit hits, which is the buy side for upper limit hits and the sell side for lower limit hits. The statistical results are summarized in Table VI. 






[Insert Table VI]


Panel A of Table VI, reports the average market buy orders and the ratio of market buy orders out of the total buy orders during the half hour prior to the upper limit hits. Panel B of Table VI report the average market sell orders and the ratio of market sell orders out of total sell orders prior to the lower limit hits. We measure the market orders from two dimensions, the regular order submissions and the executed orders. Each variable is measured during the ten three minute intervals prior to the limit hits, standardized by its mean and standard deviation. 

From Panel A and B, we find that investors use considerably more market orders prior to the limit hits than on non-hit days, both in regular order submissions and executed orders. In specific, investors submit more market buy orders prior to the upper limit hits in both the absolute term and also proportionally. And investors choose more market sell orders prior to the lower limit hits. In addition, upper limit hits notes heavier market regular orders than lower limit hits. For instance, the market regular buy orders for the pre-up group are 3.34 at interval 10, relative to 2.92 for the pre-down group at the same interval. This relationship holds in most of the other intervals. 

Panel C of Table VI reports the regression results of equation (2) on the share volume of regular and executed market orders. The coefficients of SQINT are positive and significant for all groups, supporting the strong form magnet effect. It implies that investors choose to use more and more market orders to advance their orders and as a result, more market orders are executed than on non-hit days.
Next, we make the in-regime and between regime comparisons. We conclude that the pre-regime features a higher acceleration on regular market orders than the post-regime. To illustrate, the acceleration rate for regular market orders is 0.053 for the pre-up group and it is 0.044 for the post-up group. Regular market sell orders accelerate at 0.050 for the pre-down group, relative to 0.034 of the post-down group. The differences of executed market orders are not significant. It can be understood that only the best and the timeliest placed orders are executed whereas investors can submit as many orders as they want to. There is evidence that lower limit hits have slightly shorter persistence than the upper limit hits, except for executed market orders between the post-up and the post-down groups. 
In summary, we conclude that there exists a strong form magnet effect on the order type choice prior to the limit hits. In order to achieve timely execution, investors choose to use more and more market orders, i.e. more market buy orders before upper limit hits and more market sell orders before lower limit hits. As a result, more market orders are executed than on non-hit days. The choice of market orders reflects investors’ eagerness to fulfill the transaction and avoid the cost of non-execution imposed by the price limit. In addition, we find that the pre-regime characterizes higher acceleration rates than the post-regime and upper limit hits tend to cause more behavioral change than the lower limit hits, especially in terms of regular market orders. We do not observe significant changes in the order type on the other side of the market. 
III. 
Robustness Analysis
1. Serial Correlation
In the earlier sessions, we have observed accelerated rate of return and volatility prior to the limit hits. Due to the statistical problems associated with high frequency data, this acceleration pattern might be argued as a result of the intraday return serial correlation and/or volatility clustering. 
 The three minute standardized returns exhibit strong negative serial correlations up to the fifth lag.
 In the following, we use an ARCH (5) - GARCH (2, 2) model to capture the dynamic process of return and volatility prior to the limit hits.
 
Our sample contains stocks that have at least one limit hit in the respective group. There are 278 stocks for the pre-up group, 300 stocks for the post-up group, 125 stocks for the pre-down group and 213 stocks for the post-down group. The models are shown below:
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(4)
where RETk,i is the standardized three minute return for stock k at interval i. Dummy1 to Dummy9 are nine dummy variables denoting each of the calendar time three minute intervals prior to the limit hit, excluding the three minute interval the limit falls into.
 
[Insert Table VII]

The variables we are most interested in are the (s and (s and more importantly, the progression of (s and (s from Dummy1 to Dummy9. If the magnet effect does exist, we expect to observe positive (s for the upper limit hits and negative (s for the lower limit hits and an acceleration path of (s and (s. Table VII reports the mean, the median and the standard deviation of the (s and (s across all the stocks in each group. (s and (s are jointly significant in each group and have the correct signs except for (1 for the pre-down group. Therefore, we conclude that returns and volatility are significantly higher during the half hour period prior to limit hits than on non-hit days.
In addition, we conduct quadratic analysis on the (s and (s across all the stocks within each group. We find strong evidence in support of the magnet effect on the rate of return in that the (s in each group follow a convex function. It shows that the rate of return rises at an increasing rate prior to upper limit hits and declines at an increasing rate prior to lower limit hits. We also conclude that the pre-regime features a higher acceleration rate in the rate of return than the post-regime. The results of volatility are mixed among groups and there is weak evidence of the magnet effect.
The results from the GARCH model reinforce our earlier findings. Prices accelerate to the limit hits in both regimes after the control of serial correlation and the narrower limit regime has a higher acceleration rate than the wider limit regime.
2. A market without price limits 
To confirm that the magnet effect is triggered by the existence of price limits, we conduct similar analyses on large price movement days from the NYSE. We randomly select 300 stocks from NYSE that were listed during the period of June - August 2000. We further filter our sample to the stocks that traded on each of the 65 trading days during June-August 2000, which is our study window. We end up with 269 stocks. 

To make our observations comparable with the limit hit days on the KSE, we choose the days that have large price movement from the previous day’s closing price. The day-to-day price fluctuation in the NYSE is not as drastic as that in the KSE. Therefore, we choose the days that have price fluctuation of 8% as our observations. 
 We constitute the upward group from the days that the highest price of the current day rises at least 8% from the previous day’s closing price. And the downward group is composed of the days that the lowest price of the current day has declined over 8% from the previous day’s closing price. In total, we have 207 observations in the upward group and 238 observations in the downward group.
NYSE Trade and Quote (TAQ) databases contain information on the stock prices and trading volume. To be consistent with our earlier analyses, we examine a half-hour period prior to the moment of high/low prices. We further apply ARCH (3) - GARCH (2, 2) model to the return series and equation (1) to the trading volume for the upward and downward groups respectively, using the same specifications as stated earlier. 
ARCH (3) – GARCH (2,2) model shows that the coefficients for the dummy variables, Dummy1-Dummy9, in the mean equation are mostly positive and significant for the upward group, except for Dummy9.
  The coefficients of these dummy variables for the downward group are significantly negative. But importantly, the coefficients do not demonstrate any rising pattern from Dummy1 to Dummy9.  It implies that there are abnormal positive and negative returns prior to large upward and downward price movements but the prices do not accelerate to the high/low prices. It strengthens our argument that the presence of price limit draws investors to accelerate to the limit prices. The results of standardized trading volume are reported in Table VIII.





[Insert Table VIII]

Panel A of Table VIII reports the standardized trading volume, averaged across all the observations in each group. We observe that there are heavy transactions along with large price movement but the last three minute immediately before the high/low prices do not show heavier trading. The regression results in Panel B do not support the quadratic function, demonstrating that  no accelerated transactions are associated with large price movements.  Hence, the magnet effect does not exist on the NYSE where the price limit rule is not in place.
3. Control Groups
We conclude that the magnet effect exists during this period of time when price limit becomes imminent. To verify that the magnet effect are caused by the imminence to the price limit, we introduce two control groups that do not have this feature and compare their trading behavior with our sample of limit hits.

For each limit hit group, its first control group is constructed from the corresponding non-hit days. We define the closest non-hit day before a limit hit of the same stock as the control observation of one particular limit hit. If the limit hits occurred on consecutive days, we pick the same number of consecutive non-hit days before the first limit hit day in the series. If the closest previous non-hit day is beyond ten days away, we will not include it in our control group. We end up with 1399 observations for the pre-up control group, 1173 observations for the post-up control group and they are 287 and 484 for the pre-down and the post-down control groups. 
The second control group consists of the half hour period after the lift of each limit hit. We exclude the limit hit days that closed at limit prices and retain all the days that have at least one three minute interval after the limit hits. The same analyses on the rate of return, trading volume, volatility, order flow and order types are conducted for each control group. Figure 2 presents the comparisons between the pre-up group and its control group in terms of trading volume and the return squared.




[Insert Figure 2]

Figures 2A and 2B highlight the differences between limit-hit days and non-hit days in terms of trading volume and quote revisions.
  We observe that there are no abnormal transactions on the non-hit days and there is no trading pattern either.  Heavier transactions are observed during the post-limit-hit period than on non-hit days.  In addition, high volatility lingers on for a short period after the lift of limit hits, consistent with the volatility spillover hypothesis. 
No concentrated trading is observed on the time-of-the-day and firm-matched control groups days and the post-hit period does not exhibit any trading pattern either.  No evidence is found which indicates that the price discovery process was hampered by the limit hits because volatility and transactions remain higher during the post-hit period than the non-hit days.  Together, we conclude that the magnet effect is unique to the period with limit hits.  Investors respond to the interruption of continuous trading by jumping onto the bandwagon and accelerating their trading activities. 
IV. Conclusions 
In this paper, we use the limit order book and the transaction files of the KSE to examine the existence and the dynamic process of the magnet effect. It provides the first comprehensive analyses on the magnet effect from five different market dimensions. We conclude that there exists a strong form magnet effect in terms of rates of return, trading volume, volatility, order flow and order types.  We observe that investors do alter their trading behavior when the price limit becomes imminent to assure order executions. More specifically, investors place more and more buy orders when prices approach upper limit prices and more sell orders when prices approach lower limit prices.  In addition, investors place more and more market buy orders and constantly bid up the stale buy orders prior to the upper limit hits. Also, they choose to use more market sell orders and bid down stale sell orders more frequently prior to the lower limit hits to enhance the chance of execution. As a result, prices approach the limit prices at a consistently increasing speed and trading volume accelerates prior to the limit hits. Price variability also accelerates during the pre-hit period.

A uniqueness of our dataset is that it covers two price limit regimes. The price limit is 12% during the first half of our sample, from September 1, 1998 to December 6, 1998 and it was changed to 15% during the second half, from Dec 7, 1998 to March 31, 1999. This setting provides us with an ideal setting to compare the magnet effects between the two different regimes. In addition, a large number of observations from both upper and lower limit hits allow us to compare investors’ behavior under different market conditions.
We document that the size of price limit band has a significant impact on the acceleration rate of the magnet effect. The pre-regime features higher acceleration rates than the post-regime in all market dimensions. Intuitively, a narrower price limit band implies a higher likelihood to cross the boundaries, holding all other factors constant, and the tension of non-execution will be built up more quickly and more strongly than in a wider band regime. Therefore, investors respond to the proximity of price limit more frantically with a narrower limit band imposed than a wider band regime.  The upper and lower limit hits also exhibit significant differences in the magnitude and the persistence of the magnet effect. The pre-hit period prior to the upper limit hits features heavier trading volume, more order submissions and more frequent order revisions and more market orders than prior to the lower limit hits. Upper limit hits also show slightly longer persistence of the magnet effect than the lower limit hits.  Investor psychology and the limited availability of short sales in Korea may partially explain the differences between upper and lower limit hits.  The magnet effect was further confirmed by the robustness tests.  In a market without the price limit, e.g., NYSE, we do not find similar acceleration patterns.  
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Table I

Summary Statistics

The sample includes all the limit hits during the period from September 1, 1998 to March 31, 1999, except for the days that both upper and lower limit hits occurred. On December 7, 1998, the price limit was raised from 12% to 15%, which divides our sample into two regimes, the pre-regime, from September 1, 1998 to December 6, 1998 and the post-regime, from December 8, 1998 to March 31, 1999. Our sample is further classified as four groups based on the direction of limit hits and the regime they belong to. They are: the pre-up, pre-down groups, including upper and lower limit hits during the pre-regime respectively; the post-up and post-down groups, including upper and lower limit hits during the post-regime respectively.
Panel A presents the following eight variables of the four groups: 1) total number of limit hits, (2) average number of daily limit hits, 3) number of limit hits that occurred in the morning trading session, 4) number of limit hits that occurred in the afternoon trading session, 5) number of limit hits that occurred at market open, 6) number of limit hits that closed at the limit prices, 7) and (8) number of price continuations and price reversals. If the stock closes at the upper/lower limit price on the limit-hit day and the following first non-hit day opens at a higher/lower price, we define it as a price continuation. Likewise, if the stock closes at the upper/lower limit price on the limit-hit day and the following first non-hit day opens at a lower/higher price, we define it as a price reversal. The values in the parentheses of item (3), (4), (5) and (6) are the ratios of this item to the total number of limit hits in the same group, i.e. item (1). The values in the parentheses of (7) and (8) are the ratios of each item to item (6).

Panel B presents the mean, the median and the maximum values of the following three variables: 1) limit hit duration, which is the time lapse from the first moment of limit hit to the last moment that the limit price sustains within the limit hit day, 2) number of multiple hits within a limit hit day, 3) number of limit hits by an individual stock. Medians are reported in the parentheses and the maximums are reported in the brackets.

Panel A:
	
	PRE-UP
	POST-UP
	PRE-DOWN
	POST-DOWN 

	(1)
	Total Number of Limit Hits
	1449
	1219
	300
	492

	(2)
	Average Daily Limit Hit
	18.1
	16.5
	3.7
	6.6

	(3)
	   Morning Limit  Hits
	870
	(60%)
	744
	(61%)
	140
	(47%)
	234
	(48%)

	(4)
	           Afternoon Limit Hits
	579
	(40%)
	475
	(39%)
	160
	(53%)
	258
	(52%)

	(5)
	Hits at Market Open
	244
	(17%)
	148
	(12%)
	42
	(14%)
	91
	(18%)

	(6)
	Close at Limit Prices
	975
	(67%)
	794
	(65%)
	139
	(46%)
	267
	(54%)

	(7)
	          Price Continuation
	776
	(80%)
	610
	(77%)
	73
	(53%)
	177
	(66%)

	(8)
	          Price Reversal  
	118
	(12%)
	115
	(14%)
	46
	(33%)
	73
	(27%)


Panel B:
	 
	PRE-UP
	POST-UP
	PRE-DOWN
	PRE-UP

	Limit Hit Duration (Minutes)
	82
	62
	50
	93

	
	(57)
	(30
	(11)
	(32)

	
	[242]
	[300]
	[240]
	[302]

	Intraday Multiple Limit Hits
	5.4
	8.4
	5.1
	5.2

	
	(4)
	(5)
	(2)
	(3)

	
	[94]
	[288]
	[90]
	[75]

	Limit Hits by Stocks 

	5.2
	4.1
	2.4
	2.3

	
	(4)
	(3)
	(2)
	(2)

	
	[21]
	[14]
	[7]
	[11]


Table II

Rate of Return
Table II reports the return progression during the thirty minute pre-hit period. The thirty minute pre-hit period is measured backward from the first moment of limit hits within a limit hit day, which is further divided into ten three minute intervals, denoted by Interval 1 - Interval 10 from the furthest to the closest distance to the moment of limit hits. The return progression is measured by the change in the distance to the limit in each interval. Distance to the limit, DTL, is the percentage distance at a given price to the upper limit on the upper limit hit days and to the lower limit on the lower limit hit days. The change in the distance to the limit for stock k on day t at interval i, (DTLk,t,i measures the change in DTL from the last transaction at interval i-1 to the last transaction at interval I for stock k on day t. (DTL is standardized by the mean on non-hit days, stated in terms of the standard deviation.
Panel A reports the standardized (DTL for each interval prior to the limit hits, averaged across all the limit hits in that group. Panel B reports the regression results of the quadratic model, where the dependent variable is the standardized (DTL. INT takes the value of 1 to 10. SQINT is the squared INT. For the regression on upper limit hits, Dummy1 takes the value of unity if the observation belongs to the pre-up group and 0 if it belongs to the post-up group; vice versa for Dummy2. For the regression on lower limit hits, Dummy1 takes the value of unity if the observation belongs to the pre-down group and 0 if it belongs to the post-down group; vice versa for Dummy2. The values in the parentheses are the standard errors. ** and * indicate that the value is significant at the 1% and 5% levels, respectively.

Panel A: Change in the distance to the limit
	INTERVAL
	PRE-UP
	POST-UP
	PRE-DOWN
	PRE-UP

	1
	0.24**
	0.23**
	0.36**
	0.24**

	2
	0.23**
	0.28**
	0.19**
	0.14**

	3
	0.28**
	0.32**
	0.36**
	0.34**

	4
	0.37**
	0.42**
	0.19**
	0.41**

	5
	0.34**
	0.45**
	0.44**
	0.66**

	6
	0.45**
	0.60**
	0.30**
	0.62**

	7
	0.57**
	0.71**
	0.35**
	0.83**

	8
	0.85**
	0.89**
	0.73**
	0.95**

	9
	1.29**
	1.13**
	0.87**
	1.01**

	10
	2.46**
	2.12**
	2.96**
	2.67**


Panel B: Regression Results

	
	UPPER LIMIT HITS
	LOWER LIMIT HITS

	DUMMY1
	0.749**
	1.171**

	
	(0.051)
	(0.139) 

	DUMMY2
	0.536**
	0.590**

	
	(0.052)
	(0.110)

	DUMMY1*INT
	-0.346**
	-0.567**

	
	(0.020)
	(0.055)

	DUMMY2*INT
	-0.194**
	-0.245**

	
	(0.021)
	(0.044)

	DUMMY1* SQINT
	0.048**
	0.069**

	
	(0.002)
	(0.005)

	DUMMY2* SQINT
	0.032**
	0.040**

	
	(0.002)
	(0.004)

	ADJUSTED  R-SQUARE
	0.379
	0.352


Table III

Trading Volume

Table III reports the progression of trading volume during the thirty minute pre-hit period. The thirty minute pre-hit period is measured backward from the first moment of limit hits within a limit hit day, which is further divided into ten three minute intervals, denoted by Interval 1 - Interval 10 from the furthest to the closest distance to the moment of limit hits. Raw trading volume is measured during each three minute interval and standardized by the mean share volume on non-hit days, stated in terms of the standard deviation.

Panel A reports the standardized trading volume for each interval prior to the limit hits, averaged across all the limit hits in that group. Panel B reports the regression results of the quadratic model, where the dependent variable is the standardized trading volume. INT takes the value of 1 to 10. SQINT is the squared INT. For the regression on upper limit hits, Dummy1 takes the value of unity if the observation belongs to the pre-up group and 0 if it belongs to the post-up group; vice versa for Dummy2. For the regression on lower limit hits, Dummy1 takes the value of unity if the observation belongs to the pre-down group and 0 if it belongs to the post-down group; vice versa for Dummy2. The values in the parentheses are the standard errors. ** and * indicate that the value is significant at the 1% and 5% levels, respectively.
Panel A: Trading Volume
	INTERVAL
	PRE-UP
	POST-UP
	PRE-DOWN
	PRE-UP

	1
	0.81**
	0.88**
	0.28**
	0.20**

	2
	0.95**
	0.95**
	0.35**
	0.17**

	3
	0.90**
	0.97**
	0.52**
	0.29**

	4
	0.97**
	1.07**
	0.84**
	0.26**

	5
	1.06**
	1.33**
	0.30**
	0.26**

	6
	1.24**
	1.36**
	0.44**
	0.39**

	7
	1.47**
	1.72**
	0.62**
	0.55**

	8
	1.88**
	2.02**
	1.01**
	0.71**

	9
	2.68**
	3.43**
	1.47**
	0.81**

	10
	5.31**
	4.09**
	4.28**
	2.71**


Panel B: Regression Results
	
	UPPER LIMIT HITS
	LOWER LIMIT HITS

	DUMMY1
	1.954**
	1.523**

	
	(0.237)
	(0.291) 

	DUMMY2
	1.569**
	0.852**

	
	(0.245)
	(0.222)

	DUMMY1*INT
	-0.751**
	-0.767**

	
	(0.095)
	(0.117)

	DUMMY2*INT
	-0.486**
	-0.441**

	
	(0.100)
	(0.090)

	DUMMY1* SQINT
	0.102**
	0.096**

	
	(0.008)
	(0.010)

	DUMMY2* SQINT
	0.076**
	0.058**

	
	(0.009)
	(0.008)

	ADJUSTED R-SQUARE
	0.128
	0.151


Table IV

Volatility

This table reports the progression of volatility during the half hour pre-hit period. Volatility is measured as the high and low transaction price difference and the number of quote revisions during each three minute interval prior to the limit hits. The number of quote revisions is defined as the total counts of bid and ask changes during each interval. All variables are standardized by the mean and the standard deviation of non-hit days.

Panel A reports the standardized volatility for the four groups, averaged across all the limit hits in each interval. Panel B reports the regression results of the quadratic model. For the upper limit hit groups, Dummy1 takes the value of unity if the observation is from the pre-up group and 0 otherwise, vice versa for Dummy2. For the lower limit hit groups, Dummy1 takes the value of unity if the observation is from the pre-down group and 0 otherwise, vice versa for Dummy2. The values in the parentheses are the standard errors. ** and * indicate that it is statistically significant at 1% and 5% levels respectively. 

Panel A: Volatility
	
	PRE-UP
	
	POST-UP
	
	PRE-DOWN
	
	PRE-UP

	INTERVAL
	HILOW
	QUOTE REVISION
	HILOW
	QUOTE REVISION
	HILOW
	QUOTE REVISION
	HILOW
	QUOTE REVISION

	1
	0.51**
	0.62**
	0.53**
	0.48**
	0.57**
	0.26**
	0.56**
	0.07

	2
	0.48**
	0.64**
	0.54**
	0.51**
	0.51**
	0.21**
	0.60**
	0.11*

	3
	0.52**
	0.76**
	0.52**
	0.59**
	0.55**
	0.32**
	0.74**
	0.13*

	4
	0.58**
	0.82**
	0.54**
	0.66**
	0.60**
	0.44**
	0.73**
	0.24**

	5
	0.51**
	0.93**
	0.66**
	0.73**
	0.38**
	0.50**
	0.85**
	0.22**

	6
	0.58**
	0.98**
	0.72**
	0.86**
	0.57**
	0.45**
	0.93**
	0.25**

	7
	0.73**
	1.15**
	0.77**
	0.96**
	0.44**
	0.53**
	1.14**
	0.24**

	8
	0.89**
	1.37**
	0.93**
	1.08**
	0.75**
	0.59**
	1.07**
	0.34**

	9
	1.37**
	1.67**
	1.23**
	1.31**
	1.08**
	0.71**
	1.19**
	0.36**

	10
	2.07**
	2.18**
	1.67**
	1.59**
	2.70**
	1.28**
	2.47**
	0.43**


Panel B: Regression Results
	
	UPPER LIMIT HITS
	
	LOWER LIMIT HITS

	
	HILOW
	QUOTE REVISION
	
	HILOW
	QUOTE REVISION

	
	
	
	
	
	

	DUMMY1
	0.894**
	0.746**
	
	1.327**
	0.339**

	
	(0.054)
	(0.049)
	
	(0.160)
	(0.092)

	DUMMY2
	0.716**
	0.504**
	
	0.877**
	0.049

	
	(0.055)
	(0.054)
	
	(0.122)
	(0.072)

	DUMMY1*INT
	-0.276**
	-0.086**
	
	-0.518**
	-0.056

	
	(0.022)
	(0.021)
	
	(0.064)
	(0.038)

	DUMMY2*INT
	-0.143**
	-0.016
	
	-0.188**
	0.03

	
	(0.023)
	(0.022)
	
	(0.050)
	(0.030)

	DUMMY1* SQINT
	0.038**
	0.022**
	
	0.061**
	0.013**

	
	(0.002)
	(0.002)
	
	(0.006)
	(0.003)

	DUMMY2* SQINT
	0.023**
	0.012**
	
	0.031**
	0.001

	
	(0.002)
	(0.002)
	
	(0.004)
	(0.003)

	ADJUSTED R-SQUARE
	0.334
	0.322
	
	0.309
	0.087


Table V
Order Flow
Table V reports the progression of order flow during the half hour pre-hit period. The half hour pre-hit period is measured backward from the first moment of limit hits, which is further divided into ten three minute intervals, denoted by Interval 1 - Interval 10 from the furthest to the closest distance to the moment of limit hits. We present the share volume of regular buy orders and revised buy orders for the upper limit hits and the share volume of regular sell orders and revised sell orders for the lower limit hits. All values are standardized by the mean and the standard deviation on non-hit days.
 
Panel A reports the share volume of regular buy orders and revised buy orders, the ratio of regular buy orders out of total amount of regular orders and the ratio of revised buy orders out of total amount of revised orders for the upper limit hits, averaged across all limit hits in each interval. Panel B reports the same statistics as in Panel A, only for sell orders of the lower limit hits. Panel C reports the results of the quadratic model regressed on the share volume of regular and revised orders. INT takes the value of 1 to 10. SQINT is the interval squared. For the upper limit hits regressions, Dummy1 takes value of unity if it belongs to the pre-up group and 0 if it belongs to the post-up group; vice versa for Dummy2. For the lower limit hits, Dummy1 takes value of unity if it belongs to the pre-down group and 0 if it belongs to the post-down group; vice versa for Dummy2. Values in the parentheses are the standard error. ** and * indicate that the value is significant at the 1% and 5% levels, respectively.

Panel A: Upper Limit Hits
Panel B: Lower Limit Hits
	
	PRE-UP
	
	POST-UP

	
	REGULAR BUY
	REVISED BUY
	REGULAR BUY
	REVISED BUY

	INTERVAL
	VOLUME
	RATIO
	VOLUME
	RATIO
	VOLUME
	RATIO
	VOLUME
	RATIO

	1
	0.49**
	0.39**
	-0.01
	0.25**
	0.39**
	0.25**
	-0.03
	0.31**

	2
	0.52**
	0.31**
	-0.06
	0.24**
	0.50**
	0.30**
	-0.04
	0.38**

	3
	0.56**
	0.33**
	-0.03
	0.25**
	0.58**
	0.36**
	-0.03
	0.43**

	4
	0.74**
	0.36**
	0.08
	0.34**
	0.63**
	0.37**
	0.02
	0.41**

	5
	0.77**
	0.40**
	0.05
	0.36**
	0.77**
	0.44**
	0.12
	0.46**

	6
	0.98**
	0.47**
	0.09**
	0.39**
	0.92**
	0.47**
	0.18
	0.55**

	7
	1.21**
	0.54**
	0.27**
	0.51**
	1.06**
	0.49**
	0.36**
	0.64**

	8
	1.57**
	0.62**
	0.55**
	0.66**
	1.33**
	0.59**
	0.49**
	0.76**

	9
	2.05**
	0.70**
	0.86**
	0.77**
	1.68**
	0.58**
	0.70**
	0.85**

	10
	2.76**
	0.72**
	1.29**
	0.91**
	2.24**
	0.57**
	1.15**
	1.05**


	
	PRE-DOWN
	
	POST-DOWN

	
	REGULAR SELL
	REVISED SELL
	REGULAR SELL
	REVISED SELL

	INTERVAL
	VOLUME
	RATIO
	VOLUME
	RATIO
	VOLUME
	RATIO
	VOLUME
	RATIO

	1
	0.24**
	-0.17**
	-0.28**
	-0.20*
	0.31**
	-0.26**
	-0.35**
	-0.27**

	2
	0.23**
	-0.23**
	-0.30**
	-0.13
	0.31**
	-0.34**
	-0.32**
	-0.28**

	3
	0.29**
	-0.18**
	-0.20**
	-0.34**
	0.32**
	-0.35**
	-0.19**
	-0.33**

	4
	0.34**
	-0.17**
	-0.12
	-0.26**
	0.36**
	-0.35**
	-0.18**
	-0.34**

	5
	0.52**
	-0.33**
	-0.17**
	-0.20**
	0.44**
	-0.51**
	-0.07
	-0.51**

	6
	0.40**
	-0.27**
	-0.20**
	-0.20**
	0.59**
	-0.53**
	-0.09
	-0.42**

	7
	0.53**
	-0.33**
	-0.09
	-0.47**
	0.59**
	-0.53**
	-0.13**
	-0.44**

	8
	0.80**
	-0.50**
	0.13
	-0.49**
	0.72**
	-0.57**
	0.06
	-0.51**

	9
	1.10**
	-0.62**
	0.29**
	-0.50**
	0.73**
	-0.68**
	0.19**
	-0.61**

	10
	2.28**
	-0.84**
	0.80**
	-0.59**
	1.33**
	-0.70**
	0.46**
	-0.68**


Panel C: Regression Results

	
	UPPER LIIMIT HITS
	LOWER LIMIT HITS

	
	REGULAR BUY
	REVISED BUY
	REGULAR SELL
	REVISED SELL

	
	VOLUME
	VOLUME
	VOLUME
	VOLUME

	DUMMY1
	0.887**
	0.776**
	0.838**
	0.550**

	
	(0.061)
	(0.074)
	(0.129)
	(0.150)

	DUMMY2
	0.695**
	0.671**
	0.593**
	0.480**

	
	(0.066)
	(0.080) 
	(0.097)
	(0.118)

	DUMMY1*INT
	-0.195**
	-0.194**
	-0.269**
	-0.173**

	
	(0.025)
	(0.029)
	(0.053)
	(0.059)

	DUMMY2*INT
	-0.095**
	-0.130**
	-0.083*
	-0.087

	
	(0.027)
	(0.032)
	(0.040)
	(0.047)

	DUMMY1* SQINT
	0.038**
	0.030**
	0.038**
	0.025**

	
	(0.002)
	(0.003)
	(0.005)
	(0.005)

	DUMMY2* SQINT
	0.025**
	0.025**
	0.015**
	0.015**

	
	(0.002)
	(0.003)
	(0.004)
	(0.004)

	ADJUSTED R-SQUARE
	0.383
	0.298
	0.217
	0.205


Table VI
Order Types
This table reports the composition of market orders and limit orders among regular orders and executed orders during the half hour pre-hit period. We present the share volume and the ratio of market buy orders prior to the upper limit hits and the share volume and the ratio of market sell orders prior to the lower limit hits. All the variables are standardized by the mean and the standard deviation of non-hit days.
Panel A reports the share volume of regular market buy orders and executed market buy orders, the ratio of regular market buy orders out of all regular buy orders and the ratio of executed market buy orders out of trading volume for upper limit hits. Panel B reports the same statistics as in Panel A, only for sell orders and lower limit hits. Panel C reports the regression results of the quadratic model on the share volume of market orders. INT takes the value of 1 to 10. SQINT is the INT squared. For upper limit hits, Dummy1 takes the value of unity if the observation is from the pre-up group and 0 otherwise. Dummy2 takes the value of unity if the observation is from the post-up group and 0 otherwise. For lower limit hits, Dummy1 takes the value of unity if the observation is from the pre-down group and 0 otherwise. Dummy2 takes the value of unity if the observation is from the post-down group and 0 otherwise. The values in the parentheses are the standard errors. ** and * indicate that the value is statistically significant at the 1% and 5% levels, respectively. 
Panel A: Upper Limit Hits 
	 
	PRE-UP 
	
	POST-UP 

	
	REGULAR MKT BUY
	EXECUTED MKT BUY
	REGULAR MKT BUY
	EXECUTED MKT BUY

	INTERVAL
	VOLUME
	RATIO
	VOLUME
	R ATIO
	VOLUME
	RATIO
	VOLUME
	RATIO

	1
	0.39**
	0.22**
	0.25**
	0.06**
	0.54**
	0.31**
	0.37**
	0.30**

	2
	0.60**
	0.38**
	0.30**
	0.15**
	0.48**
	0.26**
	0.39**
	0.24**

	3
	0.55**
	0.28**
	0.13
	0.19**
	0.64**
	0.36**
	0.35**
	0.36**

	4
	0.69**
	0.41**
	0.22**
	0.22**
	0.76**
	0.41**
	0.43**
	0.40**

	5
	0.67**
	0.35**
	0.37**
	0.20**
	0.82**
	0.47**
	0.43**
	0.36**

	6
	1.00**
	0.54**
	0.38**
	0.35**
	1.02**
	0.51**
	0.51**
	0.52**

	7
	1.01**
	0.57**
	0.31**
	0.36**
	1.15**
	0.61**
	0.60**
	0.56**

	8
	1.39**
	0.72**
	0.48**
	0.47**
	1.45**
	0.75**
	0.71**
	0.83**

	9
	1.91**
	0.96**
	0.69**
	0.82**
	1.81**
	0.85**
	1.00**
	1.06**

	10
	3.34**
	1.77**
	1.32**
	1.87**
	3.12**
	1.58**
	1.45**
	2.16**


Panel B: Lower Limit Hits 
	 
	PRE-DOWN 
	
	POST-DOWN 

	
	REGULAR MKT SELL 
	EXECUTED MKT SELL
	REGULAR MKT SELL 
	EXECUTED MKT SELL

	INTERVAL
	VOLUME
	RATIO
	VOLUME
	RATIO
	VOLUME
	RATIO
	VOLUME
	RATIO

	1
	0.34**
	0.10
	0.16
	0.13
	0.57**
	0.19**
	0.31*
	0.34**

	2
	0.45**
	0.26**
	0.49*
	0.28**
	0.68**
	0.32**
	0.23*
	0.39**

	3
	0.58**
	0.28**
	0.49**
	0.12
	0.71**
	0.36**
	0.14
	0.3**

	4
	0.46**
	0.24**
	0.93**
	0.25*
	0.74**
	0.32**
	0.48**
	0.33**

	5
	0.58**
	0.36**
	0.09
	0.16
	0.78**
	0.42**
	0.33**
	0.37**

	6
	0.53**
	0.25**
	0.54
	0.06
	1.02**
	0.48**
	0.72**
	0.5**

	7
	0.71**
	0.35**
	0.33*
	0.12*
	1.11**
	0.59**
	0.77**
	0.69**

	8
	1.00**
	0.49**
	0.55**
	0.45**
	1.22**
	0.66**
	0.66**
	0.62**

	9
	1.25**
	0.62**
	0.65**
	0.35**
	1.28**
	0.68**
	0.88**
	0.64**

	10
	2.92**
	1.78**
	1.30**
	1.43**
	2.65**
	1.41**
	1.67**
	1.66**


Panel C: Regression Results
	
	UPPER LIIMIT HITS
	LOWER LIMIT HITS

	
	REGULAR MKT BUY
	EXECUTED MKT BUY
	REGULAR MKT  SELL
	EXECUTED MKT SELL

	
	VOLUME
	VOLUME
	VOLUME
	VOLUME

	DUMMY1
	1.003**
	0.628**
	1.070**
	0.731**

	
	(0.081)
	(0.106)
	(0.176)
	(0.263)

	DUMMY2
	0.951**
	0.627**
	1.037**
	0.475**

	
	(0.087)
	(0.095)
	(0.133)
	(0.158)

	DUMMY1*INT
	-0.331**
	-0.248**
	-0.365**
	-0.209*

	
	(0.033)
	(0.039)
	(0.073)
	(0.100)

	DUMMY2*INT
	-0.249**
	-0.178**
	-0.205**
	-0.156**

	
	(0.036)
	(0.036)
	(0.055)
	(0.061)

	DUMMY1* SQINT
	0.053**
	0.031**
	0.050**
	0.026**

	
	(0.003)
	(0.003)
	(0.006)
	(0.008)

	DUMMY2* SQINT
	0.044**
	0.025**
	0.034**
	0.026**

	
	(0.003)
	(0.003)
	(0.005)
	(0.005)

	ADJUSTED R-SQUARE
	0.289
	0.304
	0.247
	0.318


Table VII
Summary of ARCH (5) – GARCH (2, 2) Model
ARCH(5) - GARCH (2,2) model is applied to the stocks that hit the limit at least once in each group. We introduce nine dummy variables to represent the nine calendar time three-minute intervals prior to the limit hits, denoted by Dummy1~ Dummy9, excluding the interval that the limit moment falls into. The sample contains 278 stocks for the pre up group, 300 stocks for the post up group, 125 stocks for the pre down group and 213 stocks for the post down group. The model is as follows:
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Where RETt is the standardized 3-minute rate of return for stock k at interval t. Dummy1 to Dummy9 represent nine fixed three-minute intervals prior to the limit hits from the furthest distance to the closest distance.
Panel A reports the mean, median and standard deviation of the dummy variables in the return function across all the stocks in respective group. Panel B reports mean, median and standard deviation of the dummy variables in the volatility function. The values in Panel B are multiplied by 10​6. Medians are reported in the parentheses and standard deviations are reported in the brackets. ** and * indicates that it is statistically significant at 1% and 5% levels from GMM tests. 

Panel A: Mean Regression
	
	1
	
	3
	
	5
	
	7
	
	9

	PRE-UP
	0.28**
	0.15**
	0.20**
	0.20**
	0.15**
	0.23**
	0.45**
	0.80**
	1.05**

	
	(0.23)
	(0.15)
	(0.16)
	(0.14)
	(0.09)
	(0.09)
	(0.30)
	(0.58)
	(0.88)

	
	[0.74]
	[0.91]
	[0.96]
	[0.77]
	[0.82]
	[0.89]
	[1.00]
	[1.23]
	[1.36]

	POST-UP
	0.35**
	0.47**
	0.46**
	0.64**
	0.79**
	0.88**
	1.00**
	1.41**
	1.63**

	
	(0.21)
	(0.34)
	(0.35)
	(0.53)
	(0.62)
	(0.71)
	(0.81)
	(1.23)
	(1.46)

	
	[0.91]
	[0.96]
	[1.05]
	[1.01]
	[1.08]
	[1.02]
	[1.29]
	[1.31]
	[1.45]

	PRE-DOWN
	-0.14
	-0.36**
	-0.37**
	-0.37**
	-0.39**
	-0.38**
	-0.66**
	-0.69**
	-1.65**

	
	(0.00)
	(0.00)
	(0.00)
	(0.00)
	(0.00)
	(-0.04)
	(-0.25)
	(-0.22)
	(-1.26)

	
	[0.95]
	[1.17]
	[1.32]
	[1.56]
	[1.43]
	[1.43]
	[1.12]
	[1.27]
	[2.03]

	POST-DOWN
	-0.39**
	-0.29**
	-0.39**
	-0.62**
	-0.76**
	-0.79**
	-0.95**
	-1.18**
	-1.54**

	
	(-0.01)
	(0.00)
	(-0.07)
	(-0.09)
	(-0.29)
	(-0.51)
	(-0.55)
	(-0.88)
	(-1.15)

	
	[1.58]
	[1.29]
	[1.35]
	[1.28]
	[1.35]
	[1.36]
	[1.38]
	[1.35]
	[1.77]


Panel B: Volatility Regression
	
	
	
	
	
	
	
	
	
	

	PRE-UP
	0.98**
	0.99**
	1.00**
	1.00**
	0.99**
	1.00**
	1.02**
	1.04**
	1.08**

	
	(0.95)
	(0.96)
	(0.97)
	(0.98)
	(0.98)
	(0.99)
	(0.99)
	(0.99)
	(1.00

	
	[0.14]
	[0.14]
	[0.14]
	[0.15]
	[0.12]
	[0.15]
	[0.19]
	[0.20]
	[0.22]

	POST-UP
	1.01**
	1.02**
	1.00**
	1.01**
	1.02**
	1.02**
	1.01**
	1.08**
	1.05**

	
	(0.99)
	(0.99)
	(0.99)
	(0.99)
	(0.99)
	(0.99)
	(0.99)
	(0.99)
	(0.99)

	
	[0.14]
	[0.25]
	[0.14]
	[0.19]
	[0.17]
	[0.16]
	[0.15]
	[0.51]
	[0.22]

	PRE-DOWN
	1.02**
	1.01**
	1.01**
	1.02**
	1.00**
	1.00**
	1.00**
	1.02**
	1.05**

	
	(0.99)
	(0.99)
	(0.99)
	(0.99)
	(0.99)
	(0.99)
	(0.99)
	(0.99)
	(0.99)

	
	[0.19]
	[0.14]
	[0.14]
	[0.16]
	[0.15]
	[0.13]
	[0.15]
	[0.20]
	[0.27]

	POST-DOWN
	1.01**
	1.01**
	1.01**
	1.01**
	1.02**
	1.04**
	1.04**
	1.02**
	1.03**

	
	(0.99)
	(0.99)
	(0.99)
	(0.99)
	(0.99)
	(0.99)
	(0.99)
	(0.99)
	(0.99)

	
	[0.09]
	[0.14]
	[0.14]
	[0.15]
	[0.18]
	[0.20]
	[0.21]
	[0.15]
	[0.20]


Table VIII

Trading Volume of NYSE Stocks

Table VIII reports the trading volume of upward group and downward group on the NYSE. The upward group contains 207 observations that prices move upward over 8% from the previous day’s closing price. The downward group consists of 238 observations that prices drop over 8% from the previous day’s closing price. We measure trading volume during the half hour period prior to the moment of high/low prices. The thirty minute period is further divided into ten three minute intervals, denoted by Interval 1 - Interval 10 from the furthest to the closest distance to the moment of high/low prices. Trading volume is standardized by the mean share volume on non-hit days, stated in terms of the standard deviation.

Panel A reports the standardized trading volume for each interval prior to the high/low prices, averaged across all the observations in that group. Panel B reports the regression results of the quadratic model, where the dependent variable is the standardized trading volume. INT takes the value of 1 to 10. SQINT is the squared INT. The values in the parentheses are the standard errors. ** indicates that the value is significant at the 1% level.
Panel A: Trading Volume
	INTERVAL
	UPWARD GROUP
	DOWNWARD GROUP

	1
	2.60**
	1.10**

	2
	2.78**
	1.89**

	3
	1.99**
	1.97**

	4
	4.93**
	1.78**

	5
	3.25**
	1.75**

	6
	2.79**
	2.67**

	7
	3.39**
	2.06**

	8
	3.04**
	3.15**

	9
	4.01**
	2.17**

	10
	12.25
	30.67


Panel B: Regression Results
	
	UPWARD
	DOWNWARD

	INTERCEPT
	4.97
	9.41

	
	(2.73)
	(9.37)

	INT
	-1.45
	-5.16

	
	(1.14)
	(3.91)

	SQINT
	0.18
	0.62

	
	(0.1)
	(0.35)

	R SQUARE
	0.003
	0.002


Figure 1

Intraday Distribution of Price Limit Hits

Figure I plots the distribution of price limit hits during each half hour period in the trading day. The morning trading session in the pre-regime is 9:30AM -11:30AM and it is 9:00AM~ 12:00 noon in the post- regime. The afternoon trading session is from 1:00PM-3:00PM in both regimes.
(1) Pre Regime
[image: image11.emf]Pre-Regime Intraday Distribution
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(b) Post Regime
[image: image12.emf]Post Regime Intraday Distribution
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Figure 2

Control Group Comparison
Figure 2 illustrates the trading volume and quote revisions for the pre-up group and its control group. Trading volume and quote revisions are measured during ten three-minute intervals before and after the moment of limit hits. Interval 1 to Interval 10 denote the ten three-minute intervals prior to the limit hits and Interval 11 to Interval 20 denote the ten three minute intervals after the limit hits. All the values are standardized by the mean and the standard deviation on the non-hit days.

(a) Trading Volume
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(b) Quote Revisions
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� See Hieronymus, T (1971) and Anderson (1984).


� The pre-hour session was introduced on December 1, 2003. The after-hour session was extended by 20 minutes on October 14, 2002. It was from 3:10-3:40PM.


� There are 80 trading days in the pre regime and 73 trading days in the post regime. More stringent sampling criteria are also used and the statistical results remain qualitatively similar.





� Based on the fact book published by the KSE, companies are defined as small firms with capitalization less than 35 billion won (or $25.83 million), medium firms with capitalization between 35 billion won and 75 billion won ($55.35 million) and large firms with capitalization above 75 billion won.





� The tick size rule in the KSE is as follows: it is 5 won if the stock price is lower than 5000 won; 10 won if the price is within (5000, 10,000); 50 won if the price is within (10,000, 50,000); 100 won if the price is within (50,000, 100,000); 500 won if the price is within (100,000, 500,000) and 1,000 won if the price is above 500,000 won.


� We exclude the days that both upper and lower limit hits occurred and the days that prices moved outside the allowable price fluctuation range. 





� KOSPI is the Korea composite stock price index. It is a market value weighted index composed of all common and preferred stocks listed on the KSE, except bond-type preferred stocks and newly listed stocks.


� We use a Chi-squared goodness-of-fit test to compare the likelihood of limit hits during each half hour interval. There is evidence that upper hits are most likely to occur during the first half hour period and lower hits are most likely to occur during both the first and the last half hour of the trading day. The afternoon session open does not show significant difference from the group distribution.  





� Refer to Kahneman and Tversky (1973).


� Refer to Jain and Joh (1986) and Admati and Pfleiderer (1988).


� On upper limit hit days, DTL = 1.15-P/CPk,t-1�; (DTL = (1.15-Pk,t,i-1/ CPk,t-1�)-(1.15-Pk,t,i// CPk,t-1�) = ( Pk,t,i- Pk,t,i-1)/ CPk,t-1�. On lower limit hit days, DTL = P/CPk,t-1-0.85�; (DTL = (Pk,t,i-1/ CPk,t-1�-0.85)-(Pk,t,i// CPk,t-1�-0.85) = ( Pk,t,i-1-Pk,t,i)/ CPk,t-1�.





� Our standardization is similar to those used in Lee et al. (1994) and Corwin and Lipson (2000), where they use the difference from the mean on non-halt days, stated as a percentage of the mean. 





� We do not exclude the days that limit hits occurred during the first half hour of the morning or afternoon sessions. As a result, some limit hits do not have all ten intervals backward from the moment of limit hit. We trace the half hour pre-hit period backward until morning open or afternoon session open. The purpose is to retain more observations, which is particularly important for the lower limit hits. We also conduct the same analyses using limit hits that occurred at least half an hour after the session open. The results remain qualitatively similar.





� An F-test is used to compare each pair of the coefficients and they are significantly different from each other at 1% significance level.


� We also used the number of transactions and the dollar amount of transactions as proxies of liquidity. The results are qualitatively similar.  


� Wilcoxon signed rank test and t test are used to test the equality of average trading volumes and all the comparisons are significant at 1% level.





� In the KSE, the proceeds from short sales are held by the securities companies as collateral in the margin account, which is again marked to market on a daily basis. Then the collateral has to be maintained up to a certain ratio of the extended credit to avoid the margin call. Moreover, securities companies raised the initial margin requirement and maintenance requirement after the FSS revised the Regulation to liberalize the market in March 1998. As a result, the short sales in 1998 and 1999 were at historically low levels.


� We have also used market order dollar amount and the number of market orders to conduct the same analysis. Results are qualitatively similar.


� For the intraday return correlation and volatility persistence, refer to Engel (1982), Harris (1986), Bollerslev (1986), Bollerslev and Kroner (1992) and Anderson and Bollerslev (1997).





� The serial correlations from the first to the fifth lag are as follows: -0.19,-0.03,-0.03,-0.02 and -0.02.





� We also tried a GARCH (3, 3) model. The results are qualitatively similar.





� The intervals here are measured backward from the closest calendar time 3-minute cutoff to the limit hit moment. The calendar time 3-minute cutoffs are like 10:00, 10:03 and 10:06. The reason to use calendar time is to distribute the return series more evenly. In fact, this measurement and the earlier interval measurement are very close and the results are qualitatively similar.


� We have also used the cutoff point of 5% and 10% and the results are qualitatively similar.


� The results are available upon request. The results using standardized returns and raw returns are qualitatively similar.


� Due to the limitation of pages, we only present a small portion of the results. Other results also suggest that there is no magnet effect in the control group. The results are available upon request.
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